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#### Abstract

Music is a form of art that has a significant role in the life of all humans. Music helps in the development of the mind, makes the listener feel better and is even a source of energy and motivation for many. Moreover, music having certain characteristics is found more suitable to listen to than others in certain cases. Inspired by the downfall in the quality of recommendations given by various music playback platforms due to the use of a user-metadata system, the aim here has been to understand the effect of music on the human psychology and realize how music emotionally affects a person. Research has been done in Neuromusicology and light has been shed on the various kinds of effects of music and the various ways that music can affect the brain. Various kinds of features were extracted from a number of audio signals (songs) and analysed on the basis of the knowledge gained.For music is not just lyrics that we interpret or beats that we tap to, music has a great impact on our brain, perception, memory, emotions and nervous system.
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## 1. Introduction

Musicis a form of art comprised of sounds that are found to be pleasant to the human ear. These sounds are found to have certain characteristics (Timbral, Tonal or Rhythmic) that prove to be appealing to our minds thereby giving us a good listening experience, be it in terms of correlation or enhancement of our mood. Music can have a variety of beneficial effects on humans including improved memory and concentration, enhancement of functioning of different parts of the brain and psychological and emotional support.Moreover, the same music played at different tempos could have different responses made to that musical piece. The piece played at a faster tempo could feel happy or enticing as compared to at a slower tempo when it could feel sad or soothing. Sad or Happy responses to music could be totally non-universallbut however enticing or soothing responses are generally similar in most cases.
On an average, an American spends about 4.5 hours a daylistening to music2 using music playback platforms like Google Play Music, Spotify, YouTube, etc. to stream music on Smartphones or personal computers. Recommendations made by such platforms often include already streamed content and content which has been created by the same artist or belongs to the same genre which limits the content that reaches the user and restricts the user's
experience.Another problem with these recommender systems is the cold - start problem which means that new artists/ new singles are not recommended to the user even though they might match the user's choice or listening preferences. This is due to the recommender system being dependent on user-metadata i.e. the user's previously viewed content resulting in recommendations of music from the same artist or belonging to the same genre which is a very narrow playlist and neither of these two guarantees suitability with respect to the listener's mood.
The goal of this study is to understand the effect that music has on the human mind and how the same is produced, extract various features from music samples and analyse them on the basis of Neuromusicology theory correlating them to the perceptions of humans.Neuromusicology could help music platforms provide a better experience to users while at the same time helping the users benefit from better music recommendations to suit their listening preferences and help them feel more satisfied.
The study involves the use of Python (v 2.7) programming language to analyse, clean and model the data. It involves the use ofAubio, Mido and Music21 toolkits in Python to interpret the audio signal and analyse its features. It also involves the use of Scipy, Statsmodels, Numpy and Matplotlib toolkits/modules for mathematical and graphical modelling of the extracted feature data set from the audio samples which is stored in .csv (Comma Separated Values) format.

## How music affects the human mind

Different genres of music have different effects on autonomic nervous system activity, and such effects cannot simply be explained by musical preferences of the individual. There is more to it than meets the eye. - Andrew Manson, Eastern Kentucky University.
Ocean waves seem to be pleasant and soothing because they have a sound cycle of approximately 12 cycles per minute which is the breathing rate of an average sleeping human, hence the connection in our brain. Also, it is associated with a holiday. We can't process different kinds of sounds resulting in noise and our productivity is inhibited and lowered down to up to $33 \%$. - Julian Treasure, TED

All this happens due to release of Dopamine (the Love drug) in the body. While listening to music we are analysing the patterns and based on what musical knowledge and pattern recognition we have developed we predict what will come up next. Now the surprise lies in whether we actually get to hear what we are expecting or we don't. These little nuances give us the pleasure while hearing music. - Valorie Simpoor, McGill University
The reasons for the effect of music on the human brain could be one or more from among the following: -

- Associated Learning - General perceptions based how one's mind has been shaped since childhood 3.
- Musical Expectations - patterns are easier to remember and anything with a pattern sparks the mind more. Music has rhythm which makes it predictable. It gives us a definite structure to remember and associate the piece with and similarly becomes easier to recall at a
later time. This is also the reason music can divert our mind very easily. But this fact also helps us make associations and make us remember certain things (text, methods of doing things, happenings) with the music that is associated with the same and forever reminds us of the same (content or event in life) 4.
- Expressive Emotional Movement - fast/active movements, higher tempo rhythms/accelerating tempos and high-pitched voice tone (especially increasing pitch) is found to increase tension 5.
- Activating Sound - Sudden changes in the acoustic environment enhance perceptual processing of subsequent visual stimuli that appear in close spatial proximity 6 .
The first two are based on learning and development while the second two are more universal music feature-based explanations.
Neuromusicology7is the study of the relationship existing between the human nervous system and the interaction of the human brain with music (Roehmann, 1991). The sounds we usually hear such as musical tones proceed within our body along a marked path,entering as plain sound waves into the inner ear or cochlea whose function is to sort complex sounds into their elementary frequencies. The cochlea then transmits these elementary frequencies in the form of trains of neural discharges via separately tuned fibres of the auditory nerve to the auditory cortex, which is present in the temporal lobe of the brain,where specialized cells respond to certain frequencies. Overlapping tuning curves of neighbouring cells prevent gaps in the system. However, the way that the human brain responds to music is not so simple. Sequences of tones are grouped together by the brain and relationships identified instead of each tone being interpreted individually8.Entering of music into our brains results in the triggering of pleasure centres that release dopamine, a neurotransmitter responsible for making us feel happy. In certain cases where the brain is familiar with the music, it can even anticipate the most pleasurable peaks and prime itself with an early dopamine rush.
Julian Treasure (The Sound Agency) describes 4 ways that sounds affect us 9 . The former also states that our relation with sound has become more or less unconscious. We deal with sound involuntarily suppressing sounds that are unpleasant and random and highlighting others that sound pleasant and melodious. The following are the 4 ways: -
- Physiological - Ocean waves seem to be pleasant and soothing because they have a sound cycle of approximately 12 cycles per minute which is the breathing rate of an average sleeping human, hence the connection in our brain. Also, they are associated with a holiday at the beach.
- Psychological - Sounds of birds chirping gives us the feeling of happiness and hence are often included in movie scores to add meaning and feeling to a movie scene.
- Cognitive - The way that sound affects our productivity. Multiple sounds resulting in noise are difficult for the human brain to process simultaneously and our productivity is inhibited and lowered down to up to $33 \% 10$.
- Behavioural - A natural human tendency is to distance oneself from unpleasant sounds while moving closer to pleasant sounds. Different kinds of music affect our mood differently
and can make us do the same things differently. For example,the way we drive is influenced by the songs we are listening to while driving and the music we generally listen to.
Further, there have been many studies that validate various different hypotheses regarding the effect of music on the human brain. One such study (Mei-Ching, Pei-Luen, Yu-Ting \&KehChung, 2013)11that analysed stroke Patients with Unilateral Neglect observed that the patients performed better on tasks requiring them to cut straight lines in half or to recognize and record objects in simulated real-life scenes while they were listening to classical music as compared to their performance while they were made to listen to white noise or nothing (silence).The highest performance scores were thus observed amongst the participants under the classical music condition while the lowest scores were observed under the silence condition. Also, most participants after listening to classical music rated their arousal as highest.
Listening to music helps exercise better and longer which is because it can drown out our brain's cries of fatigue 12 . As our body starts to get tired and wishes to stop exercising, signals are sent to the brain asking for a break. These signals are competed against by music signals thereby helping us to override those signals of fatigue.However, this is usually beneficial for low and moderate-intensity exercise cases only (Table. 1). Listening to music while exercising allows us to push through the pain to exercise longer and harder andalso helps us to use our energy more efficiently. A study (Bacon, Myers, \& Karageorghis, 2012) 13 has also showed that $7 \%$ less oxygen was consumed by cyclists who listened to music while doing the same work (cycling) as compared to thecyclists who cycled in silence. However, it was also observed that there was a ceiling effect ofthe music at around 145 beats per minute. Music with tempo higher than this didn't add much motivation.
We can even be affected by short pieces of happy or sad music. A study (Logeswaran\& Bhattacharya, 2009)14 showed that participants interpreted a neutral facial expression as happy or sad after hearing a short piece of musicto match the tone of the music they heard. This effect was most notable with facial expressions close to neutral but was also observed with others. The tempo of music is also found to have an effect on the heart rate, blood pressure and respiratory rate. Experiments (Bora, Krishna \&Phukan, 2017) 15 involving 70 individuals were conducted making the people listen to two different kinds of music, fast tempo (120-130 beats per minute) and slow tempo ( $50-60$ beats per minute) and observing the variations caused in respiratory rate, heart rate and blood pressure. The variations caused in blood pressure are notable but those in breathing and heart rate are not very significant.


## Music Information Retrieval (MIR): -

Music information retrieval (MIR) is the retrieval of information from music and involving many real-world applications. MIR is not a completely separate science but includes knowledge of psychology, musicology, signal processing, psychoacoustics, academic music study, optical music recognition, informatics, machine learning, and computational intelligence and often a combination of some of these. Techniques for MIR include Spectral Analysis (using Fourier Transform to form Spectrum), Linear Predictive Coding (LPC), Cepstral Analysis (extraction of MFCCs) and Zero-Crossing Rate (ZCR). Extraction of lyrics is done using

Natural Language Processing (NLP). Features extracted from music could be of the following kinds 16\& 17: -

- Low Level Features of audio - are those features which have little or no significance to users but are used to calculate the high-level features that will actually be understandable to the user. These low-level features usually talk about the timbre and loudness of the music which in turn are related to the more user understandable features. For example, Spectral Envelope Shape, Temporal Evolution, time variance, etc. have little or no meaning to the average music listener. However, these shall be used to determine higher level (rhythmic) features which are user understandable.
- High Level Features of audio - are more user understandable features in contrast to the low-Level Features and are usually derived from the low-level features after analysis. They are usually related to the characteristics of music that listeners speak about. For example, the tempo of the music piece is a high-level audio feature.
Another classification of music audio features could be presented as follows -
- Timbral Features - When a musical piece has frequencies which are multiples of the frequency of the central pitch of the music, the musical piece is said to have harmony ( $2 \mathrm{f}, 3 \mathrm{f}$, $4 f$, etc. along with $f$ ). This is known as timbre of the music. However, in case of a noise signal, there are many frequencies in the frequency spectrum of the sound which are not multiples of the central frequency or rather there is no central frequency in such a case. There is no timbre in noise. While contributions of features such as harmony, loudness, melodic expectation, pitch height, and tempo have been examined thoroughly in past studies, it is still unclear how (and which) Timbral features contribute most directly to musical tension. The Timbral features that have been examined in past work (from widely varying methodological approaches) include roughness, brightness, spectral flatness, and density 18.Mel Frequency Cepstral Coefficients (MFCCs) are Low-Level audio featuresrepresenting the timbre of the audio. The values of the MFCCs on the Mel-scale depict an approximation of the frequency resolution of the auditory system by mapping the actual frequency to perceived pitch.
- Rhythmic features -rhythm description aims at turning acoustic events occurring in time into more abstract notions of timing, tempo and metrical structure. In metrical structure, tempo is the rate of beats at a given metrical level. The metrical structure also describes the beat pattern or the regular temporal structure that the music piece follows. Rhythmic structures are identified based on the measurement of periodicity of events which are represented by onsets in the music piece which can be identified by pitch/energy changes (low-level features). These onsets help estimate beat-positions in the music as well as the loudness of the beat which helps to identify the start and end of the beat cycle.
- Tonal features -areone of the main aspects of western music. The key of a song is a collection of pitches having a certain central pitch or tonic and two other pitches which are the dominant pitch(5th degree of the scale - lying above the tonic) and the sub-dominant (4th degree of the scale - lying below the tonic), also known sometimes as the chord to the pitch.There are two basic tonal key modes, themajorand minor mode, differing in their characteristics and in terms of the positioning of tones and semitones within their perspective
scales. Scales are composed of sequence of notes and each pair of consecutive notes forms an interval that is defined by a ratio (whole-tone or semitone).
Spectral Analysis - Music Information Retrieval techniques include Spectral Analysiswhich works on the fact that the audio signal at any point of time may be composed of various frequencies (Sine waves). The combination of various such frequencies may lead to a particular waveform. Spectral analysis is concerned with these constituent frequencies and not the waveform itself. Spectral Analysis decomposes the signal snippet into its constituent sine wave frequencies by making use of fast Fourier Transform (FFT). These sine waves when combined would result in generation of the signal snippet being analysed.The FFT results can then be used in generation of the Frequency Spectrum of the signal given which is plotted as amplitudevs. frequency graph which depicts the various frequencies that are present in the signal along with their amplitudes. However, this does not mean that it is necessary to combine all the sine waves to get the signal; it is just a way of visualizing and analysing the signal.The frequency spectrum only depicts the signal at a particular point of time i.e. for a given fixed time window. A spectrogram is used to generate a time varying view of the signal with the plot being frequency vs. time and the graph being colour coded to represent magnitude of a particular frequency component.
Cepstral Analysis 19 - isanother technique that is made use of herefor information retrieval from the provided music audio samples. A Cepstrum is obtained by taking the logarithm of the estimated spectrum of a signal and then performing Inverse Fourier Transform (IFT) and can be seen as information about the rate of change in the different spectrum bands.Reversing the first four letters of the word "spectrum" led to the derivation of the word "cepstrum" with operations on cepstra being quefrency (amalgamating the first five letters of "frequency") analysis, liftering (reversing the first three letters of "filtering"), or Cepstral analysis. Cepstra can be of different types includingreal cepstra, complex cepstra, phase cepstra, and power cepstra. The power cepstrum in used in the analysis of human speech and often as a feature vector for representing the human voice and musical signals. For these applications, the power spectrum is usually first transformed using the Mel scale resulting in the generation of the melfrequency cepstrum or MFC with its coefficientsknown to us as the Mel-Frequency Cepstral Coefficients or MFCCs. The mel-frequency cepstrum finds applications in pitch detection, voice identification, etc.Cepstral Analysis refers analysis done on the cepstrum obtained to derive certain features of the signal.
Mel Scale 20 The Mel Scale is a perceptual scale of pitches judged by listeners to be at equal distances from each other i.e. equal increments of pitch are perceived by the listeners from one frequency band to the next. This is due to the human ear acting as a filter with there being a greater number of filters (closely spaced) in the lower frequency range while the hearing filters are spaced widely in the higher frequency range. This means that the human ear perceives the same pitch increment over a greater frequency difference at higher frequencies as compared to the lower frequencies. This causes a non-linearity in the Frequency scale while the Mel Scale overcomes this non-linearity. The 1000 Hz pint on the frequency scale acts as the reference point corresponding to 1000 Mels. This as a Psychoacoustic Scale is shown in figure 1.
$m=2595 * \log _{10}(1+f / 700)$
$f=700 *\left(10^{m / 2595}-1\right)$
Conversion from Mels to Hertz and vice - versa.
$\mathrm{m}=$ pitch/ melody in Mels, $\mathrm{f}=$ frequency in Hertz
The Mel-Frequency Cepstrum (MFC) in sound processing is regarded as a representation of the short-term power spectrum of a sound. The cepstrumis obtained on a non-linear Mel scale of frequency from a linear cosine transform of a log power spectrum. The linear predictive cepstrum differs from the mel-frequency cepstrum 21 in the way that the MFC has equally spaced frequency bands on the Mel scale, which approximates the human auditory system's response more closely. This human auditory adaptive representation allows for better representation of sound, for example, in audio compression. Mel-frequency Cepstral Coefficients (MFCCs) derived from the Cepstral representation of the audio clip collectively represent a Mel-Frequency Cepstrum.

The Mel scale takes the human hearing perception into account and Mel Frequency analysis therefore includes closely spaced filters at the lower frequency range and not so much at higher frequencies. These closely spaced filters help to accommodate for the better differentiating capability of the human ear at lower frequencies while not so much at lower frequencies. These filters are triangular in shape and known as Mel Frequency Filter Banks as shown in figure 2. The output from each filter bank constitutes one MFCC and represents the energy present in the range of that filter bank.

## 2. Materials and Method <br> Data

The methods discussed below were applied to standard MIR datasets as well as personal music collections after standardizing both to the same format and sampling rates to avoid any ambiguities due to different audio qualities of the files tested. Standard data sets used include the freely available Hainsworth dataset [A] which consists of 245 song samples of the English language from a variety of genres, some of which are considered easy to track (pop/rock) while others more difficult (classical/jazz). All the excerpts in the Hainsworth dataset were not of the same duration (range: 40s - 90s), however, all were made to conform to the 705 kbps bitrate standard. Besides, samples from the personal music collection (i.e. author's music collection) were analyzed which were again made to conform to the 705 kbps standard. This set included songs in the English and Hindi languages encompassing various genres, ranging from songs of the 1990s to the first half of the 2010s. The chosen music samples were in the .wav (Waveform Audio File Format) which is sampled at 44100 Hz with a single channel. This sampling rate was chosen because the Nyquist Theorem 22 states the requirement of a sampling frequency at least twice the highest frequency component of the signal which is $20,000 \mathrm{~Hz}$ i.e. the maximum frequency audible to humans.

## Audio File Inclusion

Only a 45 second (at max.) sample of the music of was analyzed constituting a total of $45 * 44100=19,84,500$ samples. For the Hainsworth dataset, the first 45 seconds of the excerpt were chosen except in cases where the duration of the sample was less than 45 seconds itself and only as much samples could be formed. For music from the personal collection, a 45 second excerpt of the duration 00:01:15 to 00:02:00 is chosen. The next task performed was filtering of the music sample. An A-weighted 23 filter was applied onto the music signal to account for the human auditory system which is more sensitive to differences at lower frequencies and lesser to higher frequencies.
This is followed by the task of determination of a window-size and accordingly, a hop-size (both in terms of number of samples). The window-size is the number of samples considered at once from the input sample to extract the required features. This size is used by the Fast Fourier Transform (FFT) function and for onset and tempo detection. The hop-size is the number of samples taken into consideration foreach iteration of the feature extraction algorithm. It wasmade sure that the window-size was not an integral multiple of the hop-size so that exactly ' $n$ ' number of hops did not fit in a single window 24 . This was to make sure that there was overlap at the boundary of the window with a single-hop being a part of two consecutive windows which helped avoid window-end inconsistencies due to cross-window validation.
Multiple acoustic features that can be extracted from the audio signal are usually calculated by first creating overlapping frames of the audio signal with overlap up to $50 \%$. This frame splitting is done using windowing functions like the Hann function and then transformed using the FFT function of the computer software (like MATLAB) which returns us the Discrete Fourier Transform the audio signal window snippet. This is known as the Short-Time Fourier Transform (STFT) of the audio signal.

## Feature Extraction

Once the audio file has been suitably included, the task is to extract the various kinds of features from the selected 45 second sample (00:01:15-00:02:00). These features include the tempo (beats per minute) (Rhythmic, high-level feature), key and mode of the song (Key - Pitch/Note, Mode - minor/major) (Tonal, high-level feature) and the Mel Frequency Cepstral Coefficients (MFCCs) (Timbral, low-level features). Feature extraction makes use of Python programming language and associated toolkits/modules.

## 1. Tempo (Beats per Minute) -

Beats per Minute $(B P M)=\frac{\text { Total no. of beats observed with certain confidence }}{\text { Total time (in minutes) of sample }}$
The extraction of the tempo of a music sample from the audio input requires the estimation of the onset times which indicate the fall of the next beat (lines of lyric usually start with the onset of the beat). The onsets/beats found in each frame are recorded and a collection of all onsets over all frames of the audio sample is made which gives us the total number of beat occurrences
over a frame. Dividing this by the frame size gives us the number of beats per sample of the audio which when multiplied by the sampling rate of the audio signal results in the number of beats per second of the audio. This is the intended tempo (number of beat occurrences per minute is referred to as BPM - beats per minute). The tempos obtained for each frame are then averaged over the entire sample to obtain the average music tempo.
Another method of extracting the tempo for a music sample would be to calculate the total number of onsets/beat occurrences till a point of time in the sample and divide the same by the time of the sample that has been scanned so far. This gives us an instantaneous tempo at each frame/onset which again, when averaged over the entire sample results the average music tempo.

## 2. Key (Pitch and Scale)-

Extraction of pitch is done on the basis of the analysis of the energy present in each frequency range. Each musical note corresponds to a certain frequency. An energy spike at the corresponding frequency indicates the presence of that note in the musical piece and this presence is recorded. A collection of all such note recordings over two octaves (4th- 6th Octave) has been made and fed to a MIDI stream in the form of a MIDI Object 30 (Pitch, Onset, Start, Velocity and Last). The MIDI Object stream is put under comparison with the known scales to find the scale which closest resembles the notes obtained from the music piece.
The key of a song is comprised of the pitch, which is the root note of the song and the mode which is the scale/chord associated with the root node defined as major chord or minor chord. A musical scale 28 is constituted by 7 musical notes with the first note being the root note of the song followed by increments of a Whole Tone, twice, a Semi Tone, once, Whole Tones again, thrice and finally another Semi Tone (for theoretical knowledge and background on musical scales and notes, one may refer to documents on the World Wide Web). The root note of a scale i.e. the key of the song is the key that the song begins in. A musical chord 29 is comprised of 3 notes i.e. a triad. A musical triad consists of a root or first note, the third note, and the fifth note. It is possible to form a triad on any note of a major scale such as the C major scale, for example, which consists of the notes C D E F G A B. All triads are minor or major except the triad formed on the seventh or leading-tone as the root note, which is a diminished chord. A triad formed using the note C itself would consist of the first note of the C major scale (C itself), the third note (E) and then the fifth note (G) of the scale. The interval from C to E is a major third i.e. of four semitones, hence this triad being called C major (major chord). In contrast, the triad formed upon the same C major scale but with D as the root note would have only 3 semitones between the first (D) and third note ( F ) and would thus be called D minor (minor chord).

## 3. Mel Frequency Cepstral Coefficients (MFCCs) -

The sounds produced by humans are functions of their vocal tract which includes the vocal cords, tongue and teeth as well. The shape of the vocal tract of the human that leads to the production of any particular sound gets manifested into the shape of the envelope of the frequency spectrum and this is what the MFCCs are supposed to represent. They are an improvement over the LPCs (Linear Prediction Coefficients) and LPCCs (Linear Prediction

Cepstral Coefficients). The following are the steps followed to calculate the MFCCs from a given audio signal -
i. Frame the signal into short frames - The audio signal is continuously changing hence there is a need to break it down into smaller parts so that it can be analysed one part at a time. The frames are kept very small in size so that the signal snippet can be approximated as constant. The size of the frae is same as the hop size. An excessively large frame yields only an estimate/average of the signal (and its features) over time and a frame too small makes it unable to generate enough samples to extract features from. Next, we obtain the power spectrum of the signal to identify the frequencies present in that particular time frame of the signal. This is inspired from the cochlea which a part of the human auditory system which vibrates at different parts corresponding to different frequencies. These frequencies (sine waves) combined together could regenerate the original signal however it does not mean that this is how the signal was indeed created originally.
ii. For each frame calculate the estimate over the periodogram of the power spectrum The human cochlea cannot distinguish clearly between two close frequencies. This ability to distinguish diminishes further as we move towards higher frequencies (hence, the Mel filter banks are closely spaced at lower frequencies and move further apart at higher frequencies). The Mel filter banks get wider at higher frequencies as we are less concerned about variations and only about how much energy is present at each spot. For each frame, we calculate the energy stored in the samples and the energies in the various frequency ranges.
iii. Apply the mel filter bank to the power spectra, sum the energy in each filter - to calculate the energies, we multiply the power spectrum with each filter bank and then add up the coefficients (which would be 0 for all positions which lie outside a particular bank and coefficients corresponding to particular filter bank are generated by the product of the frequency amplitude and the filter height). This results in a summation of energies in a given filter bank with an added correlation with the human auditory perception differences.

Choosing and generating the filter banks25 - the upper frequency for the filter bank range is limited to half the sampling rate (Nyquist theorem). The filter banks should be equally spaced on the Mel scale with equal mel-widths so we convert the frequency range to Mels and then linearly split the range into as many filter banks as we want. Then we convert back the filter bank ranges from Mel to frequency (inverse log, they are now no longer linear). We then have to round off these frequencies to the nearest FFT bins which give us a certain number of points on the FFT scale (power spectrum x-axis). A filter bank begins at the first point, peaks at the second and ends at the third (symmetrical). The second bank would begin at the second point (peak of the first), peak at the third point (end of the 1st bank) and end at the third point (start of the third filter bank). This results in a $50 \%$ overlap of consecutive filter banks.
iv. Take the logarithm of all filter bank energies - we don't hear loudness on a linear scale. Generally, to double the loudness of the sound we hear we need to increase the energy of the sound signal to 8 times. Hence, the variation is more difficult to perceive at higher frequencies (energy is directly proportional to frequency). This means that the energy vs. loudness graph is rather exponential than linear/polynomial.
v. Perform Discrete Cosine Transform (DCT) on the log filter bank energies - DCT decorrelates the coefficients of consecutive filter banks and makes them more independent of each other which is not the case originally due to the complex nature and layering of most songs. DCT also limits the number of features to enhance the performance.
vi. Keep DCT coefficients 2-13, discard the rest 26 - These are the finally obtained 12 MFCCs. Filter banks are spaced out (non-linearly) over the range of $0-20,000 \mathrm{~Hz}$. However, in practicality, the human ear is most sensitive to the frequency range $2000-5000 \mathrm{~Hz} 27$ while most songs have their frequency components in the range of about $50-8000 \mathrm{~Hz}$ (Octaves 2 through 8 ). The 1st filter bank centres on the frequency of 0 Hz which is inaudible and hence of no significance. Hence, the 1st filter bank is discarded. Similarly, 14 onwards filter banks are also representatives of frequencies beyond the practical hearing range and the usual song component frequencies, thereby eliminating the need for their inclusion and consideration. Hence, these are also discarded.

## 3. Results

A set of 15 features were successfully extracted from the music samples using various Digital Signal Processing and Power Spectrum analysis methods while taking into consideration various factors including sampling rate, size of frames and umber of bins to be chosen for the Fast Fourier Transform function. These signal processing methods were also coupled with digital musicology methods (MIDI streams) to analyze discrete signal samples for their features. The set of 15 features included MFCC coefficients 1 through 12, the Tempo (Beats per Minute), Pitch (Key of the song) and Mode (Major and Minor for the scale). Features 1 through 12 (the MFCCs) were successfully extracted using the 6 steps mentioned under Feature Extraction -> Mel Frequency Cepstral Coefficients (1st sub-heading). The Tempo was successfully extracted using the method mentioned under Feature Extraction -> Tempo (2nd sub-heading). The Pitch and Mode were collectively extracted successfully using the method mentioned under Feature Extraction -> Pitch (3rd sub-heading).
A sample set of features as extracted for 4 different songs from the personal music collection ('Tera ChehraKitnaSuhanaLagta Hai' by Jagjit Singh, 'Agar Tum Saath Ho' by Alka Yagnik and Arijit Singh, 'Humble' by Kendrick Lamar and 'Wish You Were Here' by Pink Floyd) has been shown below in Table 2. The first song mentioned above is widely regarded as a Ghazal, the second as a Bollywood song, the third as a Hip-Hop/Rap number and the fourth as an alltime great Classic Rock track. The first sample taken was from the song 'Tera ChehraKitnaSuhanaLagta Hai' by the renowned singer Jagjit Singh and is one of his best known Ghazals. The sample was found to have a tempo of approximately 101 Beats per Minute with the actual 31 known tempo of the song also known to be 100 Beats per Minute. The Pitch determined using the algorithm discussed under Feature Extraction -> Pitch was C\# in the Minor Scale with the actual pitch known to be EŁ-Major which is known to be the same as C\#Minor since both the former and latter are relative scales 3233 of each other (relative major and relative minor respectively).

The second sample taken was from the song 'Agar Tum Saath Ho' sung by Alka Yagnik and Arijit Singh and was observed to have a tempo of approximately 124 Beats per Minute with the actual34tempo known to be 125 Beats per Minute. The pitch obtained using the algorithm was Eb in the Major Scale (i.e. D\# Major) with the actual pitchknown to be D\# Major as well. The third sample taken was from the song 'Humble' by Kendrick Lamar which was observed to have a tempo of approximately 152 Beats per Minute and the pitch A A in the Minor Scale with the actual 35 tempo and pitch known to be 150 Beats per Minute and C\# in the Minor Scale (relative Minor to E-Major) respectively. In this specific case, the extracted and actual known song keys do not match.
The fourth sample mentioned in the table was taken from the song 'Wish You Were Here' by the band Pink Floyd and was observed to have a tempo of about 121 Beats per Minute and pitch $G$ in the major scale. The actual tempo and $\neg$ key 36 of the song are known to be 123 Beats per Minute and G Major respectively and hence both are good matches.
The error in the tempo extraction algorithm (considering the above three cases) was found to be: -

$$
\begin{gathered}
\frac{1}{4} \times \sqrt[2]{\left(\frac{101-100.74}{101}\right)^{2}+\left(\frac{125-124.48}{125}\right)^{2}+\left(\frac{150-151.98}{150}\right)^{2}+\left(\frac{123-120.99}{123}\right)^{2}} \\
=0.0054(0.54 \%)
\end{gathered}
$$

Similar analysis was done on the samples of the Hainsworth music data set and the results recorded. The 12 MFCCs , tempo (bpm) and key (pitch and mode) of each excerpt, as obtained were stored in a Comma Separated Values (.csv) file. The tempos obtained for the excerpts were compared against their corresponding known tempos obtained from the online source and the error calculated as -

Error $=\frac{\text { absolute value of (obtained bpm }- \text { known excerpt bpm from online source) }}{\text { known excerpt bpm from online source }}$
The accuracy of the method discussed above on the Hainsworth dataset was found to be 99.16\%.

However, in some cases it was also observed that the samples read were not enough to obtain sufficient data from to calculate the values of the audio features which resulted in NULL ('nan') values being returned by the algorithm. This indicated the possibility of using a larger frame size but such cases were onlyobserved for a few frames among thousands of total frames. Hence, the current method of feature extraction seemed suitable for a majority of the cases. Another possible reason for the NULL output values could have been the inability of the algorithm/method invoked to detect enough instances of the feature (Beat Onsets, Key Onsets or Energy Spikes in the inverse spectrogram envelope).

## 4. Discussion

The various samples from the standard Hainsworth dataset and from the personal collection analysed led to collection of 15 features each in most cases except where the onsets detected were not enough to estimate the tempo of the piece. The song samples mentioned above were observed to have different tempos, pitches, and MFCC features, which were all recorded in a CSV file. The first 12 features from the feature set of each song i.e. the MFCCs are not directly interpretable as they are low level features. The tempo and key of the song are rhythmic and tonal features which are human-understandable.
The song sample with the highest tempo among the shown three was from the song 'Humble' by Kendrick Lamar which is known to be of the Hip-Hop and Rap genre. The song was acclaimed as a very energetic and powerful one with its heavy beats and background ever since its release in 2017.Such songs, as discussed above (refer to Table 1) are suitable for workouts and exercise. The song sample with the slowest tempo observed among the shown 3 samples was from the song 'Tera ChehraKitnaSuhanaLagta Hai' by Jagjit Singh which is one of his best-known works as a Ghazal singer. The song is widely regarded as a relaxing song with a romantic tone.
'Wish You Were Here' was found to have the highest song key (G Major) among all three song samples. No comments for certain could be made on the values of the 12 Mel Frequency Cepstral Coefficients since they are low-level features and must be converted into high-level features to make them human interpretable. Three of the four song samples ('Humble', 'Wish You Were Here' and 'Agar Tum Saath Ho') were observed to have a Major scale while the fourth ('Tera ChehraKitnaSuhanaLagta Hai') was found to have a Minor scale.
The algorithm discussed above successfully extracted various features from song samples of the .wav format sampled at 44000 Hz with a single channel. Tempo was extracted with $99.46 \%$ accuracy while Pitch was extracted with $75.00 \%$ (three out of four correct) accuracy as far as the 4 samples mentioned in the table are concerned. The extracted features supported the expectations developed on the basis of various theories and previous works. 12 Mel Frequency Cepstral Coefficients were successfully extracted by choosing from amongstthe filter banks (2 through 13) placed on the spectrum of the Inverse Fast Fourier Transform of the audio signal frame, taking Inverse Logarithm and performing Discrete Cosine Transformation. These describe the energy content of the signal at different frequency intervals.
The tempo was successfully extracted from the audio samples by detecting the beat onsets in each frame of the sample. A majority of music tempos were found to belong to the range 110 - 140 Beats per Minute. The algorithm for Pitch and Mode detection worked with a certain level of accuracy. It extracted the exactly correct song key (both pitch and mode) for three of the samples and an incorrect key for one sample. The pitch and mode of the music samples were extracted successfully by observing the musical notes that comprise the audio sample and matching the stream of notes obtained with the known musical scale compositions.
Also, frequency distribution histograms for the Hainsworth and personal musical sample datasets were plotted as shown in Figure 3 and 4. The histograms showed that for both datasets, majority of the sample tempos lied in the range $120-140$ Beats Per Minute with the maximum
number of samples falling in the 120-130 BPM bin. The histograms were plotted for the range of 80 to 200 BPM and form a hill like shape with almost no samples lying in the range $80-$ 100 BPM and $160-200$ BPM while around $90 \%$ of the samples fell in the range of $100-160$ BPM. This indicates that music produced usually belongs to this tempo range and especially in the range 120-140 BPM which would be most common to observe for any new musical piece analysed.
However, different samples of audio differed visibly in terms of their tempos, pitch and modes while the MFCC values also differed but were not directly interpretable. Most values were determined with good accuracy while others could be improved by checking the algorithm/method and performing suitable modifications.
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Table 1 - Common Exercise Tempos and Tempos (bpm) (source :www.scienntificamerican.com)

| PacelExercise | Running | Walking |
| :--- | :--- | :--- |
| Slow | $140-150 \mathrm{bpm}$ | $100-110 \mathrm{bpm}$ |
| Moderate | $150-160 \mathrm{bpm}$ | $110-125 \mathrm{bpm}$ |
| Faster | $160-175 \mathrm{bpm}$ | $125-135 \mathrm{bpm}$ |

Table 2 - Sample set of 15 features extracted from 3 songs chosen at random, over duration of 45 seconds each

| Song | $\begin{aligned} & \mathrm{M} \\ & \mathrm{FC} \\ & \mathrm{C} 1 \end{aligned}$ | $\begin{aligned} & \mathbf{M} \\ & \mathrm{FC} \\ & \mathrm{C} 2 \end{aligned}$ | $\begin{aligned} & \text { M } \\ & \text { FC } \\ & \text { C3 } \end{aligned}$ | $\begin{aligned} & \mathbf{M} \\ & \text { FC } \\ & \mathbf{C 4} \end{aligned}$ | $\begin{aligned} & \mathrm{M} \\ & \mathrm{FC} \\ & \mathrm{C} 5 \end{aligned}$ | $\begin{aligned} & \text { MF } \\ & \text { CC } \\ & 6 \end{aligned}$ | $\begin{aligned} & \text { MF } \\ & \text { CC } \\ & 7 \end{aligned}$ | $\begin{aligned} & \text { MF } \\ & \text { CC } \\ & 8 \end{aligned}$ | $\begin{aligned} & \text { MF } \\ & \text { CC } \\ & 9 \end{aligned}$ | $\begin{aligned} & \text { MF } \\ & \text { CC } \\ & \mathbf{1 0} \end{aligned}$ | $\begin{aligned} & \text { MF } \\ & \text { CC } \\ & \mathbf{1 1} \end{aligned}$ | $\begin{aligned} & \text { MF } \\ & \text { CC } \\ & \mathbf{1 2} \end{aligned}$ | $\begin{aligned} & \mathbf{T} \\ & \mathbf{e} \\ & \mathbf{m} \\ & \mathbf{p} \\ & \mathbf{o} \\ & \mathbf{( B} \\ & \mathbf{P} \\ & \mathbf{M} \\ & \mathbf{~} \end{aligned}$ | $\begin{aligned} & \mathbf{P} \\ & \text { it } \\ & \mathbf{c} \\ & \mathbf{h} \end{aligned}$ | M $\mathbf{o}$ $\mathbf{d}$ $\mathbf{e}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Tera Chehr aKitna Suhan a | $\begin{aligned} & 2.2 \\ & 76 \\ & 75 \\ & 49 \end{aligned}$ | $\begin{aligned} & - \\ & 0.3 \\ & 40 \\ & 47 \\ & 42 \end{aligned}$ | $\begin{aligned} & 0.3 \\ & 57 \\ & 95 \\ & 39 \end{aligned}$ | $\begin{aligned} & 0.0 \\ & 28 \\ & 35 \\ & 3 \end{aligned}$ | $\begin{aligned} & - \\ & 0.0 \\ & 46 \\ & 84 \\ & 83 \end{aligned}$ | $\begin{aligned} & - \\ & 0.1 \\ & 620 \\ & 961 \end{aligned}$ | $\begin{aligned} & - \\ & 0.0 \\ & 216 \\ & 786 \end{aligned}$ | $\begin{aligned} & 0.0 \\ & 955 \\ & 584 \end{aligned}$ | $\begin{aligned} & 0.1 \\ & 752 \\ & 817 \end{aligned}$ | $\begin{aligned} & 0.1 \\ & 193 \\ & 951 \end{aligned}$ | $\begin{aligned} & 0.1 \\ & 457 \\ & 302 \end{aligned}$ | $\begin{aligned} & 0.0 \\ & 195 \\ & 425 \end{aligned}$ | $\begin{aligned} & 10 \\ & 0 . \\ & 74 \end{aligned}$ | $\begin{aligned} & \text { C } \\ & \# \end{aligned}$ | M in or |
| Agar <br> Tum <br> Saath <br> Но | $\begin{aligned} & 2.2 \\ & 56 \\ & 52 \\ & 95 \end{aligned}$ | $\begin{aligned} & 0.4 \\ & 73 \\ & 41 \\ & 21 \end{aligned}$ | $\begin{aligned} & 0.1 \\ & 91 \\ & 46 \\ & 11 \end{aligned}$ | $\begin{aligned} & 0.5 \\ & 29 \\ & 75 \\ & 28 \end{aligned}$ | $\begin{aligned} & 0.0 \\ & 41 \\ & 76 \\ & 66 \end{aligned}$ | $\begin{aligned} & 0.2 \\ & 831 \\ & 263 \end{aligned}$ | $\begin{aligned} & 0.1 \\ & 215 \\ & 863 \end{aligned}$ | $\begin{aligned} & 0.3 \\ & 105 \\ & 153 \end{aligned}$ | $\begin{aligned} & 0.0 \\ & 044 \\ & 491 \\ & 3 \end{aligned}$ | $\begin{aligned} & 0.1 \\ & 639 \\ & 251 \\ & 3 \end{aligned}$ | $\begin{aligned} & 0.2 \\ & 339 \\ & 440 \\ & 6 \end{aligned}$ | $\begin{aligned} & 0.0 \\ & 761 \\ & 086 \\ & 9 \end{aligned}$ | $\begin{aligned} & 12 \\ & 4 . \\ & 47 \end{aligned}$ | C | $\begin{aligned} & \mathrm{M} \\ & \mathrm{aj} \\ & \text { or } \end{aligned}$ |



Figure 1 -Non-linearity of Mel-Scale with respect to Hertz Scale.


Figure 2 - Mel-Scale Triangular Filter Banks.


Figure 3 - Tempo Distribution of Hainsworth (standard) Dataset.


Figure 4 - Tempo Distribution of Personal Dataset.
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