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Abstract 

The number of people and applications make internet usage dramatically increased by users 
over the past several years, resulting in more security problems. To provide a secure 
environment, businesses and institutions give more attention to providing more effective 
safeguards against modern attacks.  Machine Learning (ML) algorithms show great positional 
to be used in Intrusion Detection (ID) systems which can monitor and distinguish whether a 
packet is a malicious or typical system behavior based on the data it contains. Therefore, this 
paper introduces an efficient model based on Artificial Ecosystem-based Optimization (AEO) 
and Light Gradient Boosting model (LGBM), named AEO-LGBM. The AEO is employed to 
select the most informative features from large datasets, while the LGBM model is used for 
classification. The AEO-LGBM is verified on two datasets for ID: KDD CUP99 and NSL-
KDD and compared to Logistic Regression (LR), Multilayer Perceptron (MLP), and Support 
Vector Machine (SVM). The results validate the superiority of the introduced model over the 
examined techniques and recently reported models in the literature for ID. 

Keywords: Feature selection,  machine learning, Intrusion Detection, metaheuristic 
algorithms,  

1. Introduction 

With the increased use of internet services, cybersecurity issues have become one of the 
most serious challenges that have specific risks on individual and business operations [1]. A 
variety of security mechanisms such as firewalls, Intrusion Detection Prevention System 
(IDPS), encryption, and antivirus are used by organizations and enterprises to better deal with 
such cybersecurity attacks to their networks. [2, 3]. IDPSs prove themselves as a powerful 
technology for detecting and preventing several attack types. However, every packet passed on 
the network cannot be analysed in depth [4], so the desired protection level cannot be reached.  

Intrusion Detection Systems (IDSs) can be grouped as signature-based or anomaly-based. 
Signature-based IDS compares the network data with the representation of different attacks in 
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the database to generate an alarm when a match is found [5]. The primary limitation of such 
IDS systems is that an attack remains undetected if not represented in the database. Anomaly-
based IDS compares normal behaviors from the database to generate an alarm when detecting 
a deviation from the specified rules. The fundamental advantage of these IDS is that they can 
detect unknown attacks. 

To achieve optimal network security requirements, researchers used Machine learning (ML) 
approaches to develop more intelligent ID systems that can look inside packet payloads and 
detect such attacks with high accuracy and a low false positive rate [6]. The use of ML 
techniques ginned special attention in ID in recent years because of their ability to classify 
hundreds of features into normal system behavior or attack attempts [7, 8]. The primary 
purpose of Feature Selection (FS) as a technique is to select an Optimal Feature Subset (OFS) 
in a given dataset, thus, optimizing the learning process by ML techniques.   

In the present paper, AEO and LGBM are combined to develop a model named AEO- 
LGBM. The developed AEO- LGBM is based on AEO Meta-Heuristics (MH) optimization 
method and LGBM model. The AEO is used for searching OFS, while LGBM is for 
classification. This work aims to develop a novel AEO-LGBM model for ID; the AEO-based 
FS method is utilized to reduce the feature dimensionality of KDD-Cup 99. The LGBM uses 
NSL-KDD datasets and the reduced dataset for classification purposes. The efficiency of the 
AEO-LGBM is evaluated in terms of several evaluation measures and compared to LR, MLP, 
and SVM models. The results of the AEO- LGBM performed well when it is compared to the 
tested approaches and other existing models in the literature, making it more suitable and 
practical for ID     

The rest of this paper is organized as follows: In section 2, some recent studies for ID using 
ML is provided. In section 3, a brief overview of AEO, LGBM, and the developed AEO-LGBM 
are given, in section 4, experimental results and discussion are presented. Finally, section 5 
concludes this work. 

 
2. Related works  

In this section, we briefly discuss some related work that is relevant to ML methods used 
for ID.  Many ML approaches have been applied in the application of ID. [9] proposes a model 
for ID using  Deep Extreme Learning Machine (DELM). The authors validated the results of 
the DELM  using Knowledge Discovery Dataset (KDD)-Cup 99, and the final results showed 
an accuracy of 94.60%. In another work [10], Sparse Auto-Encoder (SAE) is employed for FS, 
and LR is then utilized for classification. The authors used Security Laboratory Knowledge 
Discovery Dataset (NSL-KDD) datasets to test SAE-LR.  Results showed that their proposed 
model achieves an accuracy of 87.2%.  

In the work of [11], an efficient detection model is proposed using FS and Recurrent Neural 
Network (RNN) model. In the FS stage, they used Oppositional Crow Search Algorithm 
(OCSA), which integrates the Crow Search Algorithm (CSA) and Opposition Based Learning 
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(OBL) methods to select OFS from KDD-Cup 99. The reported accuracy of 94.12% is better 
than other conventional methods. In [12], a Decision Tree (DT) based ID using the NSL-KDD 
dataset is presented. The authors utilized correlation-based FS to reduce the dates' 
dimensionality and improve the ID's classification accuracy. The outcomes showed that the 
proposed model performed better than others, with an accuracy of 90.3%.   

In [13] work, an optimized Genetic based Enhanced Grey Wolf Optimization (GBEGWO) 
is presented for ID. The GBEGWO is used to select OFS from KDD-Cup 99, and the results 
showed that the improved FS method achieved better accuracy of 98.62% and performed better 
than the existing work. In [14], the authors designed an ID based on Extreme Machine Learning 
{EML} model in mobile edge computing and fog computing environment. They used KDD-
Cup 99 dataset and the results showed that an accuracy of 99.07% is achieved.  In [15]. a Deep 
Learning (DL) model is presented for ID. They used stacked symmetric Deep Auto-Encoder 
(DAE) and SVM to utilize both models power and reducing computational cost. The authors 
used KDD-Cup 99 to validate the robustness of their proposed model. The results showed that 
an accuracy of 99.65% is obtained by the proposed DL method, 

 In [16], a Spider Monkey Optimization (SMO) and Deep Neural Network (DNN) are 
proposed for dimensionality reduction, the authors used SMO, and the reduced dataset is fed 
into the DNN model. They evaluated the proposed SMO-DNN on model KDD-Cup 99 and 
NSL-KDD datasets, and the final results showed an accuracy of 99.4% and 92% attained for 
both datasets, respectively. Due to the wide availability of hacking tools that do not require 
many skills to launch an attack by users, accurate models are still needed to better distinguish 
such attacks from normal system behaviors. Therefore, this paper introduces an ML model 
named AEO-LGBM, which could provide a practical and accurate solution for ID.  

 
3. Proposed method 

3.1.Feature selection using AEO 

Artificial Ecosystem-based Optimization (AEO) is a new MH method that is motivated by 
the energy flow in the natural ecosystem introduced by [17]. AEO uses three leading operators 
to achieve optimal solutions and they include.:  

1. Production 

In this operator, the producer (worst individual) in the population is updated with respect to 
the best individual within the given search space boundaries. It guides others to search different 
regions. The operator replaces the previous individual with a new one generated between the 
best and randomly produced (𝑥 ) individuals. This  operator can be given as:  

x (𝑡 + 1) =  (1 − 𝛼)𝑥 (𝑡)

+ 𝛼𝑥 (𝑡) 

 1 

𝛼 = (1 − 𝑡 T⁄ )𝑟   2 
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𝑥 = 𝑟(𝑈𝑏 − 𝐿𝑏) + L𝑏  3 

where 𝑛  denotes the size of a population, x (𝑡)  leads others to explore the search space 
broadly; in the following iterations, x (𝑡 + 1) leads the others to intensively exploit in a region 
around 𝑥 , 𝛼 is a linear weight coefficient to drift the individual’s position linearly from a 
random towards the best individual through the pre-define iterations T, 𝑟 is a random vector 
having a range of [0, 1], , 𝑟  is generated randomly within [0, 1], and  𝑈𝑏 , 𝐿𝑏 are upper and 
lower boundaries of the search space. 

2. Consumption 

This operator starts after the production operator is completed. Each consumer may eat 
either a randomly chosen consumer with a low level of energy or a producer, or both to obtain 
food energy.  A Levy flight-like random walk, called a Consumption Factor (CF), is employed 
to enhance exploration capability, and it is defined as follows:  

CF =
1

2

𝑣

|𝑣 |
,         𝑣 and 𝑣

∈ 𝑁𝑜𝑟𝑚 (0,1) 

 4 

where, 𝑁𝑜𝑟𝑚 (0,1)  presents a normal distribution with zero mean and unity standard 
deviation. 

Different types of consumers adopt different consumption behaviors to update their 
positions and these strategies include:  

 Herbivore behavior: A consumer would eat only the producer if it is chosen as an 
herbivore, and this behavior can be framed as: 

x (𝑡 + 1) = x (𝑡) + CF. x (𝑡) − x (𝑡) ,          𝑖 ∈  [2, ⋯ 𝑛]  5 

 Carnivore behavior: A carnivore consumer would eat only higher energy level 
consumers, and it can be modeled as: 

x (𝑡 + 1) = x (𝑡) + CF. x (𝑡) − x (𝑡) ,          𝑖 ∈  [3, ⋯ 𝑛] 

j = ra𝑛𝑑𝑖([2𝑖 − 1]) 

 6 

 Omnivore behavior: A consumer chosen as an omnivore can randomly eat a higher 
energy level consumer or a producer and this behavior can be formulated as: 

x (𝑡 + 1) = x (𝑡) + CF. (𝑟  . (x (𝑡) − x (𝑡))) + (1 − 𝑟 )(x (𝑡)

− x (𝑡))        𝑖 [3, ⋯ 𝑛] 

j = ra𝑛𝑑𝑖([2𝑖 − 1]) 

 7 

where 𝑟  is a rnndom number in the range of [0, 1]  

3. De-composition  
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This is the final phase of the ecosystem as everyone in the agent dissolves, and the 
decomposer provides the necessary nutrients for the producer’s growth by breaking down the 
remains of dead individuals in the population. The de-composition operator can be expressed 
as:  

x (𝑡 + 1) = x (𝑡) + D𝑒. (𝑒 . x (𝑡) − h . x (𝑡)),          𝑖 = 1, ⋯ 𝑛  

𝐷𝑒 = 3𝑢.       𝑢 ∈  N(0, 1) 

𝑒 = 𝑟   . ra𝑛𝑑𝑖([1 2]) −  1     

ℎ = 2  .  𝑟 − 1 

 8 

where 𝑒, ℎ, and 𝐷𝑒, are weight coefficients designed to model de-composition behavior   

 
3.2. Light Gradient Boosting model (LGBM)  

LGBM ensembles the decisions from a set of weak learners to build a strong model [18]. 
LGBM conserves the high accuracy of Gradient Boosted Decision Trees (GBDT) while 
reducing computational time and memory consumption [19].  

A histogram-based algorithm in LGBM boosts the model’s capability to deal with high 
dimensional data and prevent model overfitting. Boosting technique transforms continuous 
eigenvalues into l integers to generate a k-width histogram with restricted depth. Furthermore, 
Local Voting Decision (LVD) selects top-k samples from the distributed initial samples of 
multiple trees. For the k iteration process, the top-2k attributes are computed by a global voting 
decision by collecting the most important k LVD attributes. LGBM selected optimized leaves 
using the Leaf-wise method. The objective function of LGBM is given by [19]:  

Objective Function (t) = L(t) + Ω(t) + c  9 

where,  L(t) and Ω(t) represent loss function and regular, c extra parameter to prevent the 
model’s overfitting, and 𝑡 is the sampling time.  

The model fitness represented by the loss function can be given as [20] :  

L(t) = {𝑎 (𝑡) − 𝑝 (𝑡)}  

 10 

where  𝑎  is the actual values 𝑝  predicted values for n samples  

 
3.3.Proposed AEO –LGBM 

LGBM is a robust classifier with high performance reported for several applications. 
Although it selects features based on their importance for improving classification performance 
at each boosting stage, the curse of dimensionality affects its performance. A large number of 
input-features limits the LGBM's ability to select salient features at each level and requires 
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more estimators, increasing model complexity for performance generalization. AEO method 
has been widely used for selecting salient features in several applications due to its strong 
exploration ability. This section gives details of the proposed AEO-LGBM that uses AEO for 
determining OFS, which is used to train LGBM. 

Firstly, k-fold cross-validation divides the dataset into training and test subsets. The training 
data is given as input to AEO for determining OFS. The OFS of training data is input to LGBM 
for training an ID classification model.  A feature reduction is applied to the testing data based 
on the OFS training data. The trained LGBM model classifies the OFS of testing data. The 
predicted class labels and original test labels are input to the evaluation module to calculate 
measures such as accuracy, precision, recall, F1-score, and receiver operating curve (ROC). 
The process is repeated until each k-fold validation set is used as testing data.  

 

 

Figure 1. AEO-LGBM workflow 

 

Table 1. Prameters of the proposed AEO-LGBM model 

Algorithm  Parameters  

AEO 𝑟 , 𝑟  and 𝑟  are random numbers in range [0, 1] 

LGBM Boosting type = traditional GBDT,  number of estimators = 50, 

maximum depth = 6, learning rate = 0.1 
 

4. Simulation results  
4.1.Experimental setup 

The AEO- LGBM is validated by conducting experiments on two benchmarked ID datasets: 
KDD- CUP99 and NSL-KDD. The KDD- CUP99 dataset includes DoS, Remote to Local 
(R2L), User to Root (U2R), and probing attack properties. It is one of the most widely used 
datasets for assessing ID models comprising about 5 million lines for seven weeks of network 
traffic [20]. The NSL-KDD is an upgraded version of KDD- CUP99, which contains a 42-
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dimensional feature in each record. It avoids unnecessary and repetitive records from the KDD-
CUP99 dataset with the same properties [21]. 

10 -fold- Cross Validation (CV) method is employed to avoid possible bias in selecting the 
training and testing datasets. All the experiments are implemented using Python and executed 
on a 3.13 GHz  PC with 32 GB RAM and Win 11 operating system. The main characteristics 
of those datasets are presented in Table 2. 

Table 2. KDD- CUP99 and NSL-KDD datasets characteristics  

Dataset Year No. of features No. of samples 

KDD-CUP99 1998 43 494020 

NSL-KDD 2009 43 125973 

 
4.2. Evaluation measures 

A set of evaluation measures can be used to validate the proposed AEO-LGBM model and 
its efficiency. In this work,  accuracy, precision, recall, and F-measure and these measures are 
calculated as follows:  

𝐴𝐶 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
 

 
      11 

Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

                               12 

Recall   =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

                              13 

F − measure   =  
2 𝑃 𝑅

𝑃 + 𝑅
 

                            14 

where True Positive (TP) and True Negative (TN) denote the correctly detected churner or not 
cases. False Negative (FN) represents misclassified positive and False Positive (FP) is 
misclassified negative. 

 
4.3.Experimental results and discussion  

To examine the effectiveness of the AEO-LGBM model, KDD-CUP99 and NSL-KDD 
datasets are used. Table 3 gives the mean and Standard Deviation (SD) of the achieved 
accuracies by LR, MLP, SVM, and proposed AEO-LGBM models. It can be seen that the 
proposed AEO-LGBM gained higher mean accuracy than the other comparative models, 
indicating that FS using AEO has boosted the overall accuracy of the LGBM model by reducing 
the redundant features during the classification phase. The SD of the proposed AEO-LGBM 
model is the smallest among the three, demonstrating its stability more than the other three 
models. 
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Table 3. Performance comparison of the accuracy of the AEO-LGBM, LR, MLP, and SVM 
models. 

Model   KDD-CUP99  NSL-KDD 

LR Mean 96.83%  98.25% 

SD 0.6824  0.5263 

MLP Mean 99.23%  98.81% 

SD 0.4723  0.5623 

SVM Mean 98.89%  99.85% 

SD 0.4690  0.4642 

Proposed  

AEO-LGBM 

Mean 99.92%  99.88% 

SD 0.4376  0.3513 

 

Figures 2 and 3 provide a comparative analysis of the proposed AEO-LGBM, LR, MLP, 
and SVM using both datasets' precision, recall, and F-measure evaluation measures. The 
evaluation measure type is plotted on the horizontal axis with values on the vertical axis, and 
different colors mark different IDs. Figure 2 shows that the proposed AEO-LGBM has ranked 
first in both datasets, while LR ranked last on the KDD-CUP99 dataset. Almost all the models 
attained similar precision values on the NSL-KDD dataset with a slight advantage over the 
proposed AEO-LGBM. 

 

Figure 2. Quantitative comparison of the proposed AEO-LGBM, LR, MLP, and SVM 
models using KDD-CUP99 dataset 

Precision Recall F1-score

LR 96.97 96.17 96.57

MLP 99.21 99.23 99.22

SVM 98.69 99.45 99.07

AEO-LGBM 99.91 99.87 99.89

95

96

97

98

99

100
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Figure 3. Quantitative comparison of the proposed AEO-LGBM, LR, MLP, and SVM 
models using the NSL-KDD dataset 

 

The Receiver Operating Characteristic (ROC) curve represents the variation of True-
Positive Rates (TPR) and False-Positive Rates (FPR) for different possible thresholds. A well-
trained model should have the least FPR while the highest TPR; hence the curve must be biased 
toward the top left corner. The results of the ROC curves are shown in Figure 4 for both 
datasets. 

 

 
(a) 

 
(b) 

Figure 4. ROC curve for different models using a) KDD-CUP99  and b) NSL-KDD datasets 

Precision Recall F1-score

LR 99.88 97.81 98.83

MLP 99.83 98.81 98.81

SVM 99.85 99.81 99.82

AEO-LGBM 99.92 99.87 99.90
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From Figure 4, the proposed AEO-LGBM curve dominates the other classifiers at all thresholds 
for both KDD-CUP99 and NSL-KDD datasets, indicating that the proposed AEO-LGBM 
offers the best result.   

4.4.Comparison with other reported models  

Recently, several works have been introduced for ID. Table 4 depicts the accuracy of the 
achievements of the existing models. The studies in Table 4 used KDD CUP99 and NSL-KDD 
datasets to validate their proposed model's efficiency. As per the results in table 4, the proposed 
AEO-LGBM model provides higher accuracy in both KDD CUP99 and NSL-KDD datasets 
than the existing models. 

Table 4. Accuracy comparison between the earlier reported models and the proposed AEO-
LGBM.for ID 

Model KDD CUP99 NSL-KDD 
DELM [9] 94.60% - 
SAE-LR [10] - 87.20% 
OCSA-RNN [11] 94.12% - 
DT [12] - 90.30% 
GBEGWO [13] 98.62% - 
EML [14] 99.07 % - 
DAE-SVM [15] 99.65% - 
SMO-DNN [16] 99.40% 92.00% 
Proposed AEO-LGBM  99.92% 99.88% 
 

5. Conclusion and future work 

Advent in intelligent devices has enabled the internet as integral to every aspect of our daily 
life. This brings new forms of attacks which should be identified to contain their risks. In this 
regard, ID systems have been developed to monitor and identify such types of attacks in 
network traffic. In this work, the AEO-LGBM model is developed and presented for ID. The 
AEO-LGBM uses ERO for FS and LGBM as a learning model. Two datasets are used to test 
the efficacy of the AEO-LGBM model, including KDD CUP99 and NSL-KDD. Results show 
that the introduced AEO-LGBM gained better results than LR, MLP and SVM models in 
several evaluation measures.Moreover, the AEO-LGBM produced superior performance 
compared to other reported approaches for ID in the literature. In the future, the AEO-LGBM 
model will be used in applications such as signal processing, website phishing attacks, and 
malware detection. Another possible lane is to work on MH methods for FS in the application 
of  ID due to the great potential of these methods in other domains. 
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