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Abstract- In this research, four linear SVM classifiers are used to rapidly diagnose breast 
cancer. SVM classifiers were used to analyze breast cancer using the WBCD informative index. 
There are various modified classifiers, such as Linear Programming SVM and Lagrangian 
SVM, that are compared to SVM in terms of classification performance. SVM surpassed all 
other algorithms for all exhibition lists, with an accuracy of 97.71 percent, whereas Lagrangian 
SVM had the lowest accuracy, at 95.61 percent. A distant second place goes to linear 
programming SVM (with an accuracy of 97.33 percent). In order to get the best results, it is 
essential that the classifier and kernel functions be determined. During the validation stage, 
Linear Programming SVM achieved an overall accuracy of 97.14 percent, outperforming 
Lagrangian SVM (95.43%), Proximal SVM (96 %), and SVM (94.86 %). The overall 
sensitivities of Linear Programming SVM accomplished 98.25%, which is better than 
Lagrangian SVM (96.52%), Proximal SVM (97.37%) and SVM (95.65%). The overall 
specificities of Linear Programming SVM accomplished (95.08 %), which is better than 
Lagrangian SVM (93.33%), Proximal SVM (93.44%) and SVM (93.33%). Estimation of AUC 
for LPSVM accomplished 99.38%, individually, which beat different classifiers. The outcomes 
firmly recommend that Linear Programming SVM can help in the analysis of cancer data.  
Keywords- Classification, SVM, Proximal SVM, Lagrangian SVM, Linear Programming 
SVM 
 
I. INTRODUCTION 
From World Health Organization, Carcinoma is the most continuous malignant growth among 
ladies, affecting 2.1 million ladies every year, and furthermore causes the best number of 
malignancy related passing’s among ladies. In 2018, it is evaluated that Six lakhs twenty even 
ladies passed on from breast cancer – that is around 15% of all disease passing’s among ladies. 
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While Carcinoma rates are greater among women who live in more developed places, rates are 
increasing in practically every region of the world. Early detection and treatment of breast 
cancer are essential for improving the outcome and endurance of the disease. Early detection 
techniques for breast cancer are classified as either early determination or screening 
procedures. 

Artificial intelligence technologies have been studied to accurately categories breast 
cancer cases. Liu et al [9]. Vapnik [23] introduced SVM, a relatively new AI system. Its goal 
is to lower the upper limit of the speculative error in the structural risk minimization (SRM) 
head as much as possible.SVM training is analogous to resolving a linear quadratic 
programming issue. [4]. It has been used in several domains such as handwritten digit 
recognition [3, 23, 17, 18], object recognition [18], and face recognition in photos [12]. Two 
considerations must be made while using SVM for practical concerns [4].A good SVM model 
relies heavily on the right kernel parameter configuration. The key parameter, C, sets the 
tradeoff between fitting error reduction and model complexity. 𝛾 is the kernel function. 

The aim is to compare the performance of SVM, Proximal SVM, Lagrangian SVM and 
Linear Programming SVM  

 
II. MATERIALS ANDMETHODS 
2.1 Support .Vector .Machine (SVM) 
Vapnik's SVM technique is based on the SRM concept and is one of the most extensively used 
machine learning algorithms because it delivers exceptional generalisation performance for 
both classification and regression applications [3, 18, 23]. When training samples are separable, 
SVM solve the classification issue by locating the hyperplane in the feature space that 
maximises sample margin. SVM has been successfully used to a variety of complicated, real-
world issues, including handwriting recognition, object identification, data mining, bio 
informatics, pharmaceuticals, financial forecasting, and stock market trading. 

 
Figure 2: Linear SVM 

 
For linear SVM, Consider the training set D be (𝑥  , 𝑦 ), 𝑖 = 1,2, . . 𝑛, where 𝑥 ∈ 𝑅  and the 
output label 𝑦 ∈ {+1, −1} for the hyperplane 𝑤 . 𝑥 + 𝑏 = 0,  which separates into two classes 
by satisfying the constraints (𝑤 . 𝑥 + 𝑏) ≥ 1, ∀ 𝑖 where 𝑦 = 1 and (𝑤 . 𝑥 + 𝑏) ≤ −1, ∀ 𝑖 
where 𝑦 = −1. Combining both the constraints, 𝑦 (𝑤 . 𝑥 + 𝑏) ≥ 1, ∀ 𝑖 = 1,2, . . 𝑛. The 
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distance between two hyperplanes, 𝑤 . 𝑥 + 𝑏 = 1 and 𝑤 . 𝑥 + 𝑏 = −1 is 
∥ ∥

 and is known 

as margin of the classifier. Hence optimization problem which maximizes the margin 

Minimize = ∥ 𝑤 ∥   

subject to    𝑦 (𝑤 . 𝑥 + 𝑏) ≥ 1, ∀ 𝑖 = 1,2, . . 𝑛. 
With Lagrangian multiplier𝛼 , the objective function becomes 

Min = ∥ 𝑤 ∥ − ∑ 𝛼 (𝑦 (𝑤 . 𝑥 + 𝑏) − 1), subject to 𝛼 ≥ 0. 

The Lagrangian dual formulation of the above is  

Max 𝐿 (𝛼) = ∑ 𝛼 − ∑ ∑ 𝛼 𝛼 𝑦 𝑦 𝑥 𝑥  

subject to 𝛼 ≥ 0 and ∑ 𝛼 𝑦 = 0. 
The decision function is 𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤 . 𝑥 + 𝑏). If D is not linearly separable, the 

optimization problem will be unsolvable. To address these situations, the slack variables  𝜉  's 
are added to quantify the degree of misclassification. The optimization problem for soft margin 

SVM is Minimize = ∥ 𝑤 ∥ +C∑ 𝜉  subject to    𝑦 (𝑤 . 𝑥 + 𝑏) ≥ 1 − 𝜉 ,     𝜉 ≥ 0,    ∀ 𝑖 

Where C is a regularization parameter that determines the tradeoff  between the margin size 
and training error. Let 𝛼 ’s be the Lagrangian multipliers for 𝑦 (𝑤 . 𝑥 + 𝑏) − 1 + 𝜉 ≥ 0 and 
𝜇 ’s be the Lagrangian multipliers for 𝜉 ≥ 0. The Lagrangian primal objective function is 

Minimize 𝐿 (𝛼) = ∥ 𝑤 ∥ +C∑ 𝜉 − ∑ 𝛼 [𝑦 (𝑤 . 𝑥 + 𝑏) − 1 + 𝜉 ] − ∑ 𝜇 𝜉  

The dual of this is  

Maximize 𝐿 (𝛼) = ∑ 𝛼 − ∑ ∑ 𝛼 𝛼 𝑦 𝑦 𝑥 𝑥  subject to 0 ≤ 𝛼 ≤ 𝐶  and   

∑ 𝛼 𝑦 = 0. 
With the exception of the upper constraint for the Lagrangian multipliers, this is the same as 
the previous example. In this scenario, the value of w is the same as before, and the value of b 
may be determined by applying the Karush Kuhn Tucker criteria to the primal. Because of this, 
the ideal hyperplane wT.x+b=0 has been established. The decision-making function is referred 
to as 
𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤 . 𝑥 + 𝑏) = 𝑠𝑖𝑔𝑛(∑ 𝛼 𝑦∈ 𝑥 . 𝑥 + 𝑏). 
 
2.2 Proximal SVM  
The SVM issue may be thought of as categorizing m points in Rn, the mxn matrix A, which 
can be represented as follows: In this case, consider the diagonal matrix D, which has one or 
two values along its diagonal, depending on the classification of the data. The issue may be 
written as follows in matrix notation, using the value 𝑣>0 as a parameter: 

min
, , ∈

𝜐𝑒 𝑦 +
1

2
(𝑤 𝑤) 

such that   𝐷(𝐴𝑤 − 𝑒𝛾) + 𝑦 ≥ 𝑒,    𝑦 ≥ 0 

min
, , ∈

𝜐
1

2
∥ 𝑦 ∥ +

1

2
(𝑤 𝑤 + 𝛾 ) 

such that𝐷(𝐴𝑤 − 𝑒𝛾) + 𝑦 ≥ 𝑒,    𝑦 ≥ 0 



Journal of Northeastern University 
Volume 25 Issue 04, 2022 

Copyright © 2022. Journal of Northeastern University. Licensed under the Creative Commons Attribution Non-
commercial No Derivatives (by-nc-nd). Available at https://dbdxxb.cn/ 

596 

                                                                                 

                                                                 
 

Replace inequality constraint, with equality constraint,  

min
, , ∈

𝜐
1

2
∥ 𝑦 ∥ +

1

2
(𝑤 𝑤 + 𝛾 ) 

such that𝐷(𝐴𝑤 − 𝑒𝛾) + 𝑦 = 𝑒 
These alteration changes the nature of the optimization problem essentially, as the explicit 

accurate solution can be given as 𝑤 = 𝐴 𝐷𝑢, 𝛾 = −𝑒 𝐷𝑢, 𝜐𝑦 = 𝑢 with 𝑢 = + 𝐻𝐻 𝑒, 

where H is defined as,𝐻 = 𝐷[𝐴 − 𝑒] by Lagrangian formulation and Karush Kuhn Tucker 
optimality conditions [7]. 
 
2.3 Lagrangian SVM  
According to Mangasarian and Musicant (2000, 2000), a well-known Lagrangian for the dual 
of a basic quadratic LSVM reformulation was proposed, which they dubbed "the well-known 
Lagrangian for the dual." It was used in the development of a very successful iterative 
technique. An unconstrained differentiable convex function with the same dimension as the 
number of specified points is minimized as a consequence of this in a three-dimensional space 
with the same dimension as the number of specified points. The KKT necessary and sufficient 
requirements for the dual issue are legally relied on by the Lagrangian Support Vector Machine 

0 ≤ 𝑢 ⊥ 𝑄𝑢 − 𝑒 ≥ 0 
The optimal condition, for any positive α, 

𝑄𝑢 − 𝑒 = ((𝑄𝑢 − 𝑒) − 𝛼𝑢) ,  0 < 𝛼 <   . 

Setting the slope as for 𝑢 of this convex and differentiable Lagrangian to zero gives  

(𝛼𝐼 − 𝑄) (𝑄𝑢 − 𝑒) − (𝑄 − 𝛼𝐼)𝑢 − 𝑒 = 0. 

2.4 Linear Programming SVM 
Using an articulated element choice property for linear classifiers, Fung and Mangasarian 
(2001) devised a rapid method for resolving a basic classification issue in data mining. When 
nonlinear kernels are utilized, the calculation includes a decision in the dual factor's high-
dimensional space, resulting dependent on just a few components of the kernel function. 
Feature selection and fast nonlinear kernel classifiers, such as those needed for online decision 
making, misrepresentation detection, and interruption identification, are all made possible with 
this method. A linear equation solver is all that is needed to do the Linear Programming SVM 
computation, making it simple, fast, and open. There are several categorization difficulties in 
gene expression microarray data that may be solved well using linear programming and support 
vector machines (SVMs). Additionally, SVMs may be used to categorize large informative 
indexes in a more compact information space using Linear Programming SVM. 
 
2.5 Performance Evaluation Tools 

There are a several measuring tools to assess the execution of the classifiers. They are 
sensitivity, specificity, accuracy and AUC. Formula for measuring tools are given below ([1], 
[8], [16], and [19]) 
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𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(%) 
=  

𝑇𝑃

𝐹𝑁 + 𝑇𝑃
× 100 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦(%) 
=

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
× 100 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(%) 
=

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
× 100 

 

𝐴𝑈𝐶(%) 

 

=
1

2

𝑇𝑃

𝑇𝑃 + 𝐹𝑁

+
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
×  100 

III. APPLICATION TO CANCER DATA 
A review and discussion of the medical records of breast cancer patients is carried out 

as part of this research in more depth. Dr. William H. Wolberg of the University of Wisconsin 
Clinic in Madison, Wisconsin, was the driving force behind the creation of this database. With 
the use of full field advanced mammography technology, a total of 699 instances have been 
identified, 458 of which have been confirmed to be benign and 241 of which have been 
determined to be malignant. Clams have traits such as a thick layer of cell tissue, uniformity of 
cell size and shape, marginal adhesion between cells, the size of single epithelial cells, bare 
nuclei and proper nucleoli, and mitosis, among other things. It is impossible to distinguish 
between benign and malignant cells without considering these properties. Using the models' 
sensitivity, specificity, and accuracy, as well as the Area Under the ROC Curve, the efficiency 
of the models was assessed (AUC). In order to generate the SVM classification model, 
LIBSVM is used to run the classifiers in Matlab and to construct the classification model. 

 
IV. RESULT AND DISCUSSION 
4.1 Training stage of classifier 

In Table 4.1, the results of the SVM classifier training experiments (which are also 
shown in Fig. 4.1) are presented. Gather a collection of data and split it into two groups: one 
for training and one for validation. This will serve as the starting point for the classification 
process. During our study, we employed cross-validation to gather 25 percent of the data, which 
was a considerable quantity of information. An example of a confusion matrix is presented 
below, which depicts the classification results of the four SVM classifiers during the training 
phase. As a result of these experiments, linear programming SVM, Lagrangian SVM, Proximal 
SVM, and SVM were found to be accurate in 97.33 percent of cases with three hundred and 
thirty three correct classifications, 95.61 percent accuracy with three hundred and twenty seven 
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correct classifications, 96.18 percent accuracy with three hundred thirty-one correct 
classifications, and 97.71 percent accuracy with three hundred thirty-three correct 
classifications, respectively. Lagrangian SVM has the highest minimum accuracy, and SVM 
surpasses all other models across the board, including minimum accuracy. In terms of 
performance, Linear Programming SVM is a close second to the first. Individual AUC 
estimations attained an accuracy of 99.51 percent, outperforming all other classifiers examined 
in this investigation. 

 
Table 4.1:Performance of classifiers during Testing on WBCD 

Measuring Tools SVM 
Proximal SVM 
(PSVM) 

Lagrangian 
SVM (LSVM) 

Linear 
Programming 
SVM 
(LPSVM) 

Accuracy (%) 97.71 96.18 95.61 97.33 

Sensitivity(%) 97.08 95.39 95.61 96.52 

Specificity (%) 98.90 97.74 95.60 98.88 

AUC (%) 99.51 97.77 97.27 99.49 

 

 
 
Fig. 4.1: Performance of classifiers during Testing on WBCD 
 

4.2 Validation stage of classifier 
The results of the demonstration examinations of the validation step using SVM classifiers 

are reported in Table 4.2 and illustrated visually in Fig. 4.2. 
 
Table 4.2: Performance of classifiers during Validation on WBCD 
 

Measuring Tools SVM 
Proximal 
SVM  
(PSVM) 

Lagrangian 
SVM (LSVM) 

Linear 
Programming 
SVM (LPSVM) 

Accuracy (%) 94.86 96 95.43 97.14 

Sensitivity (%) 95.65 97.37 96.52 98.25 

Specificity (%) 93.33 93.44 93.33 95.08 

93
94
95
96
97
98
99

100

SVM

PSVM

LSVM

LPSVM
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AUC (%) 96.61 97.75 97.18 99.38 

 
 
Fig. 4.2: Performance of classifiers during  
Validation on WBCD 
 

SVM uses a four-fold cross-validation approach because it is accurate and can be easily 
implemented. Results of classification and execution for each SVM strategy are shown in Table 
4.2 It tend to be seen from Tables 4.2 that the overall accuracies of Linear Programming SVM 
accomplished 97.14 % with correct classification 112, which is better than Lagrangian SVM 
(95.43 %), Proximal SVM (96 %), and SVM (94.86 %). The overall sensitivities of Linear 
Programming SVM accomplished 98.25 %, which is better than Lagrangian SVM (96.52 %), 
Proximal SVM (97.37 %) and SVM (95.65 %). The overall specificities of Linear 
Programming SVM accomplished (95.08 %), which is better than Lagrangian SVM (93.33 %), 
Proximal SVM (93.44 %) and SVM (93.33 %). Estimation of AUC for Linear Programming 
SVM achieved 99.38 %.  After being trained, SVM outperformed all other techniques in terms 
of accuracy and efficiency. During the validation phase, it was able to achieve the greatest 
reduction in accuracy. It has been shown that SVM with Linear Programming has exceptional 
performance in the detection of breast cancer tumors. 
 
V.  CONCLUSION 
It is proposed in this work that four linear SVM classifiers be employed to give incredibly 
quick, simple, and successful breast cancer diagnosis. A set of experiments on the WBCD 
informational index was carried out with the use of SVM classifiers to explore breast cancer. 
In comparison to other modified classifiers, such as Linear Programming SVM (LPSVM), 
Lagrangian SVM (LSL), and Proximal SVM, it performs much better (PSVM). Based on the 
training results, Lagrangian SVM has the lowest accuracy of 95.31%, while SVM was superior 
to other techniques in all exhibition lists (accuracy of 97.71%) and followed closely by Linear 
Programming SVM (accuracy of 97.33%). These findings indicated that selecting the most 
appropriate classifier and kernel function is crucial for attaining the best possible outcomes in 
classification. During the validation process, the overall accuracy of the models is checked for 
accuracy. Linear Programming SVM achieved 97.14 percent, which was higher than 
Lagrangian SVM (95.43 %), Proximal SVM (96%), and SVM using a random walk (94.86%). 
In terms of total sensitivity, Linear Programming SVM achieved 98.25%, which is higher than 
those achieved by Lagrangian SVM (96.52%), Proximal SVM (97.37%), and SVM (95.65%). 
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The overall specificities of Linear Programming SVM accomplished (95.08%), which is better 
than Lagrangian SVM (93.33%), Proximal SVM (93.44%) and SVM (93.33%). Estimation of 
AUC for Linear Programming SVM accomplished 99.38%, individually, which beat different 
classifiers. The results strongly support the use of Linear Programming SVM in breast cancer 
analysis. The physicians may utilize SVM classifier Linear Programming SVM for their formal 
conclusions on their patients. By using such a powerful model, they can make incredibly 
precise decisions. 
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