
JOURNAL OF NORTHEASTERN UNIVERSITY 

Volume 25 Issue 04, 2022  ISSN: 1005-3026  https://dbdxxb.cn/  Original Research Paper 

Submitted: 29/11/2022        Accepted: 20/12/2022 

3529

                                                                                 

                                                                 
 

ARTIFICIAL INTELLIGENCE: DEVELOPMENTS, ISSUES, AND APPLICATIONS 
 

Shweta Girish Shete1 ,Rupali Babaso Dhansare2 ,Priyanka Vijay Patil3  

1,2,3 Asst. Prof., Sanjay Ghodawat University, Atigre, Kolhapur 
shweta.sheta@sanjayghodawatuniversity.ac.in, 

rupali.dhansare@sanjayghodawatuniversity.ac.in, 
priyanka.patilv@sanjayghodawatuniversity.ac.in,  

Abstract 
The term "artificial intelligence," often known as "machine intelligence," emphasizes the 
simulation of intelligence on the nature of animals and humans. They have been programmed 
to think like living things. intelligence and act accordingly. Any machine that can act and think 
like a human being fits the definition. human being while addressing and discovering particular 
issues. the capacity to act specifically while addressing The ideal principle of artificial 
intelligence is solving the problem and achieving the objective. In this work, we'll offer a 
comprehensive technical analysis of the technology, problems, and uses. 
Keywords: Artificial Intelligence, Applications, Challenges, Technology, Machine learning 
1 Introduction 
Different duties and activities that require machines are gradually expanding in capacity as a 
result. 
The term "intelligence" is regularly dropped from the definition of artificial intelligence (AI). 
Rather, a As an AI effect, the phenomena is introduced [1]. According to Tesler's theorem, 
artificial intelligence is anything that has not yet been finished [2]. For instance, optical 
character recognition technology has becoming standard technology and are not included in 
items that are typically thought of as AI [3][4]. Machines Modern capabilities are currently 
regarded as artificial intelligence (AI). They are capable of driving cars. autonomously, speech 
recognition [5, 7], interactive game systems [6,] and simulation of military services 
sophisticated network routing, etc. 
 
AI was regarded as a legitimate academic field in 1955. It gradually acquired support for upbeat 
[8][9]. Loss of financing [10–12], new methods for increasing success rates, then renewed In 
the year since, a finance plan was also adopted. The study on AI is classified into two categories 
in the historical domain. they frequently fail to build theoretical communication between them 
after subdividing them into subcategories [13][14]. The subcategories emphasize the 
technological consideration, which includes deployment tools, objectives, and deep socially 
based philosophical main ideas [15–17]. 
 
Expert system research helped to resurrect AI-related research in the early 1980s [18–24]. It is 
a 
Using human knowledge and analytical abilities, an AI-based programme. Over time, by 1985, 
the AI The market had passed the $1 billion threshold. The fifth generation of computer systems 
was introduced at that time. The resumption of funds was motivated by a project under Japan 
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[9]. Consequently, the value of investing in AI The American and British governments 
eventually funded research. However, the decline of the Lisp Machine business in 1987 had an 
impact on AI research [11]. Consequently, the significance of AI was not well regarded by 
financing organizations. 
 
Artificial neural network (ANN) development was impacted by the creation of Very large scale 
integration (VLSI) and metal oxide semiconductor (CMOS) technology are complementary 
[25]. 
 
Late 1990s to early 2000s saw the start of AI research in the field of medical diagnosis. data 
mining, logistics, and other pertinent fields [26–30]. The importance of the AI field has been 
contribution from researchers through the use of more powerful computing, cooperation 
statistics and mathematical models, problem-solving techniques for a particular issue, and 
Standards of science [31–33]. World champion chess player Garry Kasparov was defeated by 
a Deep Blue, a computer software, in 1997. 
Typically, AI examines the context and takes appropriate action to increase success. problem-
solving task frequency. AI's utility and goal functions can be simple for a particular objective 
or complex within the execution. 
 
Goals for the AI may be stated directly or impliedly. If reinforcement is intended, If a person 
is learning, they can set it implicitly by giving out points for good behavior or punishing other 
characteristics. Similarly, It is possible to create an evolutionary system with objectives and 
mechanisms that will duplicate AI. system for a model based on an animal's task of looking for 
food. On the other hand, AI systems lack objectives or follow logic and training sets, such as 
nearest neighbor [34][35]. During the study community, the creation of standards for such non-
goal systems where the purpose is to achieve the categorization of issues, is becoming more 
popular [36]. 
 
Algorithms are used to implement AI. An AI system's algorithm is a collection of instructions 
that a machine follows. follows. The development of simple algorithms for issue solving is 
done first, then complicated algorithms. An Tic-tac-toe player example of a straightforward 
method is covered elsewhere in [37]. The The algorithm's many steps are as follows: 
1) Capture the last square if an agent has a "treat," or two squares in a row. As opposed to that, 
(2) Play the move if an action has "forks" that can simultaneously create two treats. As opposed 
to that, 
(3) Head to the main square if it's free. As opposed to that, 
(4) If the adversary is in a corner, take the opposing corner. As opposed to that, 
(5) Hold a vacant corner if one is available. In other situations, head to the empty square. 
 
The algorithms built on artificial intelligence are able to process and absorb data. They are 
capable of resolving issues. either by developing an algorithm on their own or by learning new 
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things. a few deployment techniques Bayesian networks and nearest neighbour can 
theoretically learn to approximation through decision tree. the mathematical operations that 
would best clarify the approach to issue solving. They can get the necessary knowledge gained 
through data mapping and all conceivable hypotheses. Due to the combinatorial explosion, 
practically Since there are so many different ways to solve an issue, it is impossible to evaluate 
them all. Time increases rapidly. The goal of the AI study is to identify practical solutions from 
a wide variety of alternatives while avoiding those that would not be useful in solving the 
challenge. 
Find the shortest route from a location in Denver to a destination while looking at a map. A 
good example is New York's location in the East. The traveller can skip seeking for any 
subterfuge here. 
route through San Francisco or significantly to the west. Therefore, the AI may use the A* 
algorithm as a way search for the traveler's best and shortest route. 
2 The Technology 
learning about the potent algorithms that allow AI to conduct and comprehend a variety of data 
difficult tasks. Investigate cutting-edge AI techniques including machine learning and 
unsupervised learning. that enable machines to educate themselves, anticipate the unknown, 
and outplay expert players. Like, a The technologists who create AI systems have several 
options, much like a carpenter selecting the best tool for the job. for how to create these smart, 
adaptable products. dependable software, useful data, and competent Hardware is crucial, but 
understanding the problem you're trying to solve comes first be resolved. 
To choose the AI strategy that is best for your task, you must have a well stated aim. In certain 
cases, the only thing needed to solve the problem is the result of a recommendation based on a 
relatively fixed dataset. as well as a set of logical guidelines created by human programmers. 
Historically referred to as symbolic AI, has for the past 50 years been the most prevalent sort 
of AI. These systems are not created to be intelligent or All they do is quickly offer a response 
to a question; they do nothing else but modify their code. in other However, one might want a 
system that can make predictions or swiftly change its behavior due to difficulties. based on 
erratic or disjointed data flows. Machine learning, a branch of AI, uses To deduce results for 
this sort of problem, use statistical methods, mathematical models, and probabilities. Machine 
Learning is applied in ridesharing apps, computer vision, autonomous cars, and email spam 
filters and fraud protection in the banking sector. Once the issue is identified and a solution is 
desired, then it's time to select the appropriate strategy. The algorithm is everything. 
 
3 Challenges 
The foundation of artificial intelligence is an algorithm, a science, and technology that most 
people are familiar with. not aware of it. There are very few people working on building AI-
based technologies. both an algorithm and a use. This is because implementing AI calls for 
new technological metrics. system based on. Researchers' ability to develop their data science 
and analytics skills should be improved use of the AI domain. 
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The need for the implementation of AI-based systems in industries has led to the business units' 
hiring of qualified analytics and data scientists for their various business needs and 
advancement. Business units practice their expertise to make greater use of AI-based systems. 
Given that an AI-based system needs pricey primarily for processing computing powers on 
hardware, such as graphics processing units (GPU), General business divisions cannot use their 
current funding to implement FPGS and the machine learning paradigm resources. 
 
Despite the increasing adaptability of using AI in business units, it is not integrated as quickly 
as was anticipated. websites that are planned to join a chain of businesses. Additionally, the 
companies that already the AI-based system, although it is still not fully utilizing its functional 
properties under models for machine learning. After decades of debate about the benefits and 
drawbacks of implementing AI-based systems for Investors are very skeptical about investing 
in company units because of the black box problem and humanity. 
 
The use of AI-based technologies can be controlled by machines and algorithms, which 
improves the decision-making and Handling Black Box tools requires a progressive 
improvement in problem-solving skills. The automated system is to blame evaluation 
challenges while identifying errors and malfunctions during functional operation. Moreover, 
because because there aren't enough people to study and comprehend how these tools work, 
the industry Units have little to no control over such deployment, which can lead to complex 
market strategy. 
 
The AI also has a set of limitations that prevent it from addressing all complex business logics. 
However, the AI field might offer well-known employment descriptions for sectors across the 
globe. that was done The AI community includes scientists and engineers with a variety of 
specialties and objectives. goals and preferences. However, the study of human intelligence is 
given the most attention in order to solve creating and implementing techniques for machines 
that can replicate the meticulous human process. The practical AI's machine learning and 
decision-making technique is built on analyzing categorized datasets that are private and 
frequently delicate in character. 
When this happens, it might be challenging for people to understand. people. As a result, 
delicate problems like identity theft and data breach could occur. The majority of government 
Organizations and businesses that are vying for control and financial gain take advantage of 
AI-based systems that are globally interconnected. Algorithms are used to process data in AI-
based systems. The precision Simply on the basis of how the system is trained, measures of 
decision-making AI systems are evaluated. utilizing objective and reliable data Consequences 
that are unfair and unethical might create problems for crucial making decisions. When solving 
problems, AI-based systems that were biased during training can introduce bias. 
 
The effectiveness of employed AI systems and technologies directly affects their capabilities 
and power. supervised data sets that are ready for the machine learning model's learning and 
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training. In the The research community should be very concerned about the availability and 
unavailability of high-quality labelled data. Although, Deep learning, active learning, and 
unsupervised learning are some of the methods used to design a plan for deploying AI models 
aside the lack of high-quality data. But it will just make the situation worse objective. 
 
4 Applications 
There are numerous applications of AI. Some of them are discussed below: 
4.1 AI for Astronomy 
AI can be used to address societal issues. Understanding the operation and underlying 
principles of the cosmos can be aided by AI technologies and methodologies. 
4.2 AI for Healthcare 
a) In recent decades, the healthcare industries have embraced AI-based systems and 
technologies more frequently. While providing health care, it will also provide a substantial 
service. 
(b) An AI-based system's algorithms are capable of providing superior diagnosis services than 
a human. Doctors can use it to comprehend patients' serious conditions and inform them when 
their condition is becoming urgent enough to require emergency medical attention. 
4.3 AI for Gaming 
The AI-based system is capable of taking part in game activities. The AI for a chess game can 
create an algorithm to find several alternatives to an opponent's specific move. 
4.4 AI for Finance 
Financial institutions and AI working together can provide better service while accomplishing 
financial objectives. Using algorithms for chatbots, trading, automation, and machine learning 
can be quite important. 
4.5 AI for Data Security 
Data security deployment is becoming a crucial component for industries all around the world. 
The employment of AI algorithm for determining faults in software processing and finding the 
cyber attack is growing appeal among business units. 
4.6 AI for Social Media 
The social media sites contain many profiles of users and products. Arranging such a huge data 
set is a big issue for mankind. The AI can manage and arrange the data as per latest trends and 
requirement in the market. 
4.7 AI for Travel & Transport 
The use of AI in the transportation and travel sectors is growing in popularity. The AI-based 
tools are capable of organising orders, recommending lodging and travel options, and helping 
users locate the optimal path. the company For better client interaction, businesses use AI-
based chatbots. 
4.8 AI for Automotive Industry 
(i) Virtual assistants are used widely by well-known sectors to assist customers. Tesla's robot, 
the TeslaBot. The business offers users a real-time assistant service. 
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(ii) Several organizations are working to produce self-driving automobiles that offer increased 
safety and safe travel experience than a typical drive. 
4.9 AI for Robotics 
(A) The robotics can complete the assignment using their prior experience with the aid of AI. 
However, monotonous tasks are carried out by conventional general robots. However, the use 
of AI can improve these robots' capacity for thought. 
(b) Another illustration of an AI service is the application of AI algorithms for humanoids. The 
humanoid robots Erica and Sophia can act and speak like real people. 
4.10 AI for Entertainment 
The algorithms of machine learning and AI can offer the consumer superior service in the area 
of entertainment. These algorithms give the recommended programmes depending on the 
customers' search fields in applications like Netflix and Amazon Prime. 
4.11 AI for Agriculture  
The traditional methods in agriculture require various resources like money, labor, and time 
for better cultivation. However, the deployment of AI tools can enhance the predictive analysis 
of the farmer and monitoring mechanism of crop. 
4.12 AI for E-commerce  
In the industry units of e-commerce, the AI based tools can provide better combination of 
products with size, colors and brand. The reviewers comment and analysis over that can predict 
the suitability of the product for the particular user over web.  
4.13 AI for education  
(a) The deployment of AI algorithm for development of Chatbot can enhance the better 
teaching assistant for the students.  
(b) In future, it can work as personal tutor that will be available for access at any time. 
 
5 Conclusion 
Both science and myth have influenced artificial intelligence and machine learning. It has been 
proposed for thousands of years that machines could think and carry out activities in the same 
way that humans do. The cognitive realities that AI and machine learning systems express are 
also nothing new. Maybe it's best to think of these technologies as the technical application of 
potent and well-established cognitive principles. Accepting that there is a propensity to view 
all significant inventions as a Rorschach test on which we project worries and expectations 
about what makes a good or happy world is vital. 
However, the positive potential of AI and machine intelligence does not reside solely or even 
predominantly in its technology. It lies particularly in its users. We have no reason not to trust 
ourselves to use these technology well if we can generally rely on how our societies are now 
run. Moreover, if we put presentism aside, Accepting that old tales cautioning us not to utilise 
strong technologies to play God would certainly help us release unneeded fear about their use. 
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