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Abstract: In the recent time researchers have focused on offering estimators for unknown 
population mean utilising auxiliary information in the sampling field. Auxiliary information is 
very useful to increase accuracy of the estimator. It is usual practice to increase the precision 
of estimators by using auxiliary data. The bias & MSE formulation for the suggested estimator 
have been derived to the first order of approximation. A comparison technique was utilised to 
assess the effectiveness of the recommended estimator and it was found that it outperformed 
several of the estimators that were already in use in the literature. 
Keywords: Auxiliary Information, Bias, Mean Squared Error and Efficiency. 
1. Introduction 
In the recent time sampling has become more popular because it takes less time and money in 
comparison to complete enumeration. There are several approaches to employ auxiliary data 
in the sampling theory to enhance the population mean estimator. Cochran developed the 
concept of auxiliary information in 1940 and methods for employing auxiliary information for 
assessments to increase precisions have made significant contributions to contemporary 
sampling research. Both the ratio estimation approach and the regression estimator are helpful 
when data on an auxiliary variable is available and there is a positive association between the 
main variable and the auxiliary variable. When comparing estimators, the one with the lowest 
mean square error is regarded as the most effective. Many statisticians, including L.N. 
Upadhyaya and H. P. Singh (1999), Kadilar and H. Cingi, have employed population mean 
estimation to enhance ratio product, and exponential estimators employing study auxiliary data 
( 2004), Misra P (2016), Misra P(2018), Ahuja et al (2020) and Misra P(2021). 
Let the variable of interest be Y and the auxiliary variable be X taking the values Yi and Xi 
respectively for the ith (i=1,2,…, N) unit of the population of size N 
Further, let 
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where y1,y2,…,yn are the observations on y and x1, x2,…,xn are the observations on auxiliary 
variable x for a simple random sample of size n. 
For estimating the population mean, An improved estimator is proposed as 
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(1.1)  
2. Bias and Mean Squared Error 

Let,  01 eYy   

 11 eXx   

 2
22 1 es yy    

 3
22 1 es Xx    

 41 es XYxy    

such that 𝐸(𝑒 ) = 𝐸(𝑒 ) = 𝐸(𝑒 ) = 𝐸(𝑒 ) = 𝐸  4e = 0                                                  (2.1)
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Now Expression (1.1) in terms of ei’s, we have 

   
       





























 11
1

exp
1

1ˆ 2
1

2
2

3
2

11
3

2
4

0 eX
C

e
keX

e

e
YeYy

X

X

X

XY 



 

                                                         

   



















 11

1
exp 2

0
2

2
2

2

2 eY
C

e
k

Y

Y
 

          1211exp11ˆ
1

2
1

2
3

2
11

2
33420  eeXeXkeXeeeYeYy

X

XY




 

                                                                           1211exp 1
2
0

2
2

2
2  eeYeYk  

       12exp1ˆ 2
113

2
1434

2
33120  eeeXkeeeeeeXYeYy

X

XY




 

                                                                                     12exp 2
002

2
2  eeeYk

 
Approximating it to the first order, we have 
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           `  
The bias in the first degree of approximation is produced by taking expectation on both sides 
of (2.11), 
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Now squaring (2.11) and approximating to the first order, we have 
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The mse to the first degree of approximation is provided by  taking expectation on both sides 
of (2.11) and using values of the expectations given from (2.1) to (2.10), we have 
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On solving these two normal equations for k1 &k2the optimum values of k1& k2are given by  
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For these optimum values of k1 and k2the minimum mean squared error of �̄� is given by   
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3. Theoretical Comparison 

i) The mse of the usual unbiased estimator 
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Hence MSE of the proposed estimator will be more efficient if  
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Hence under the condition (3.4), MSE of the suggested estimator will be more effective than 
the usual unbiased estimator of population mean. 
4. Empirical Study 
We examine the effectiveness of the suggested estimator taken into account in this paper using 
a set of known population data. The population set is described as follows.  The authors Ye K., 
Myers S.L., Myers R.H., and Walpole R.E. provided the information used in the empirical 
investigation (2011, Page 502). The oxygen intake in volume per unit body weight per unit 
time is a key indicator of aerobic fitness. Thirty-one people participated in an experiment to 
measure their oxygen consumption (y) while running 1.5 miles (x). The following values have 
been calculated as the necessary values. 
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MSE’s of estimators  
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5. Conclusion 
In this section the concept of mean squared error criteria was used to test the performance of 
the estimators and the performance of the suggested estimator was established theoretically 
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and empirically. The mean per unit unbiased estimator compared with the suggested estimator 
and it is shown that the proposed estimator outperforms in terms of MSE.  The (PRE) of the 
suggested estimator under over the mean per unit estimators is 176%, and hence the proposed 
estimator exhibits its improved efficiency. 
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