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Abstract. Sentiment analysis techniques have a vital role in analyzing people’s opinions. The 
continuous and rapid growth of data posted on social media sites drives people's opinions. 
However, most of the research focuses on analyzing sentiment to determine how the war will 
affect the global economy. As a consequence, in international conflict research, national leaders 
and other powerful figures are typically given more attention than public opinions and emotions. 
This paper aims to go over sentiment analysis, and focus on analyzing public emotions and 
opinions during the Russia-Ukraine Conflict to early detect Post-Traumatic Stress Disorder 
(PTSD) symptoms. This is the first study to provide a model that represents the intention to 
analyze how the Russian-Ukraine military conflict affected mental health. This can prevent 
people against mental illnesses and suicide, as well as point the way forward for future study in 
this field. The method utilized in this study is a single bidirectional LSTM network for English 
tweet sentiment analysis, with positive, negative, and neutral classifications as a multi-class 
classification strategy aimed at detecting PTSD indicators. Natural language processing (NLP) 
is used to extract emotional content from text data via sentiment analysis. By developing a Deep 
Learning (ML) model using text data, we hope to identify individuals with PTSD via sentiment 
analysis. Text sentiment analysis was used to learn Natural language processing (NLP) is used 
to extract emotional content from text data via sentiment analysis. By developing a Deep 
Learning (ML) model using text data, we hope to identify individuals with PTSD via sentiment 
analysis. We used one bidirectional long short-term memory (Bi-LSTM) layer in combination 
with the global Max pooling ID approach and achieved an accuracy of 91.64% based on 
sentiment analysis of text. In terms of accuracy, the results of the proposed framework 
outperform earlier state-of-the-art investigations. Creating an early detection model can aid in 
reducing the symptoms of post-traumatic stress disorder (PTSD). 
Keywords: Sentiment Analysis · Neural network · Bidirectional LSTM · Deep neural network· 
Natural language processing (NLP)· Post-Traumatic Stress Disorder (PTSD) 

1 Introduction 

War is one of the most mentally stressful events anyone can experience. Even after a conflict 
has ended, the indirect effects can last for years. As per the International Society for Traumatic 
Stress Studies, traumatic stress disorder (PTSD) is a common mental health condition that 
occurs as a result of a stressful experience. A person suffering from post-traumatic stress 
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disorder (PTSD) may experience the following symptoms: Night-mares, flashbacks, and 
returning symptoms that affect feelings and thoughts, such as depression, anger, worry, shame, 
guilt, and a loss of interest in enjoyable activities and difficulties remembering key things from 
the past. The symptoms of PTSD and Complex Posttraumatic Stress Disorder (C-PTSD) are 
very similar. However, (C-PTSD) may also be associated with: Emotional issues, such as 
difficulty controlling one's emotions, as well as self-esteem issues. PTSD recovery requires an 
understanding of emotions. The role played by social support in healing and regaining well-
being has been demonstrated time and again [16]. 

 Vietnam veterans developed PTSD after the war ended as a result of the psychological effects 
of war. It was also officially acknowledged that the diagnosis had been made. Psychiatrists 
were able to recognize victims of war and violence as patients as a result of this construction. 
As a result of the addition of diagnostic categories, compensation claims were also simplified 
[17].  

The American Psychological Association defines cognitive processing therapy The American 
Psychological Association defines cognitive processing therapy (CPT) as a cognitive-
behavioral therapy designed to treat PTSD and comorbid symptoms. Trauma-related therapy 
aims to change negative emotions and beliefs. Supporting patients in processing such painful 
memories and emotions is part of the therapist's job [18]. Therefore, understanding emotions 
is critical to supporting mental health. In this work, sentiment analysis is used to identify post-
traumatic stress disorder (PTSD).Humans have emotions as part of their nature. As a result, it 
facilitates a better understanding of what humans are experiencing and facilitates a more 
appropriate response. Understanding emotions is the key to understanding human behavior. 
When one is aware of emotions, it is easier to decide what one need and want. People can better 
communicate feelings when they are emotionally aware, prevent or resolve conflicts, and move 
through difficult emotions more easily [1].  
Neurosurgeon Antonio R. and colleagues present conclusive evidence of a fundamental 
connection between emotion and decision-making. However, Damasio showed that without 
emotions, we may not be able to make good decisions [2]. 
During conflict, a lack of social connection can lead to negative emotions such as anxiety and 
depression. However, when negative emotions are removed, depression, loneliness, social 
anxiety, and other mental health effects are significantly reduced [3]. Human behavior is 
largely determined by opinions, as these opinions have a significant impact on how people 
behave when making decisions [4]. The general definition of "sentiment analysis" is the process 
of extracting and interpreting subjective and human-relevant information using meaningful 
techniques such as natural language processing, text analysis, and mining. Various sources of 
information can be used for sentiment analysis, such as written text or speech, while entities 
can be events, topics, individuals, etc. Many other tasks can be categorized as sentiment 
analysis, such as B. Opinion Mining, Sentiment Mining, Sentiment Analysis and Mining [34] 
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Sentiment and emotions are strongly intertwined. Emotions are a complex group of 
neurological expressions comprising three components: sentimental occurrences, 
psychological reactions, and socio-logical reactions [5]. Early recognition of the problem is of 
utmost importance. 

Understanding emotions is one of the most important components of personal growth and 
development. It is a necessary talent for the imitation of human intelligence. Emotion 
processing is critical for AI development and the closely linked challenge of polarity detection. 
Almost all researchers in Natural Language Processing and Computational Linguistics presume 
that speakers have an emotional value or attitude toward specific aspects of a topic. As a result, 
the growing fields of affective computing and sentiment analysis, which make use of 
information retrieval and human-computer interaction [6], have emerged. 

The growing need to process opinion-based web and social network content has made 
sentiment analysis (SA) one of the fastest growing research fields. Due to their applicability 
and effectiveness, machine learning techniques are commonly used to classify emotions. 
Furthermore, machine learning models are widely used for sentiment classification due to their 
high classification accuracy. The use of deep learning in sentiment analysis as a subfield of 
machine learning has also grown in popularity in recent years. The structure and function of 
the self-learning human brain provide inspiration for deep learning algorithms. Machine 
learning and lexicon-based systems are the two main paradigms in the development of 
sentiment analysis. Although dictionary-based machine learning techniques and traditional 
machine learning techniques have produced highly accurate results, the feature engineering 
required to use them is difficult and time-consuming. A rapidly growing subfield of machine 
learning is deep learning, which is based on artificial neural networks (ANNs). Deep learning 
algorithms have recently been applied to sentiment analysis and achieved good results. Their 
ability to automatically learn and build parametric models using datasets makes it easier to 
create computational models without manual selection of attributes [10]. Surveys of deep 
learning algorithms for sentiment classification reveal that deep networks perform better.  
Recurrent neural networks (RNNs) are deep learning neural networks that are specifically built 
to learn data sequences and are primarily used to classify text [11]. However, it was discovered 
that RNNs suffer from vanishing gradients as well when dealing with large data sequences 
[12]. This problem was proposed to be solved by LSTM neural networks, which have proven 
to be effective in many real-world applications [13]. 

Bidirectional LSTM and LSTM models can obtain more semantic features, which are helpful 
for sentiment classification [14], and also show the effectiveness of bidirectional LSTM in 
performing sequential data models [12]. The proposed architecture based on a single-layer 
bidirectional LSTM has the advantages of being computationally efficient and suitable for real-
time, real-time sentiment analysis applications [15]. The disadvantage of recurrent neural 
networks is that they have short-term memory, which allows previous information to be stored 
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in the current unit. However, this ability drops off rapidly with longer sequences. To solve this 
problem, LSTM models with longer memory retention time have been developed. To achieve 
more meaningful results, bidirectional long-term memory (Bi-LSTM) is introduced, which 
combines LSTM layers in both directions. As a contribution to this study, this article seeks to 
gain insight into the early detection of posttraumatic stress disorder (PTSD) in the Russia-
Ukraine conflict. They are efficient, highly accurate, and can be used in the classification 
process for sentiment analysis based on Twitter tweets, using a layer of bidirectional long short-
term memory (Bi-LSTM) for early detection of post-traumatic stress disorder (PTSD). We 
were able to overcome the limitations of sentiment analysis of English-language tweets in 
support of mental health.The paper is structured into several sections as follows. Section 2 
provides an overview of related works in the field, while Section 3 elaborates on the 
methodology and Proposed Model. The experimental procedures and evaluation are discussed 
in Section 4, followed by the presentation of results and analysis in Section 5. Section 6 focuses 
on the discussion and evaluation of the proposed model. Finally, Section 7 concludes the paper 
by summarizing the main findings and discussing avenues for future research. 

2 Related works 

This section introduces the sentiment analysis literature by focusing on deep learning methods 
for detecting user sentiment or opinions from user posts. Sentiment analysis, as an NLP task, 
has been extensively studied over the past few decades. They use various deep learning 
architectures such as convolutions. The authors of this paper refer to [19] for sentiment analysis 
of drug ratings using deep learning architectures. According to the article, the best performing 
deep learning architecture for sentiment analysis of drug ratings is BERT (Bidirectional 
Encoder Representation for Transformers) with LSTM (Long Short-Term Memory) model 
with a micro F1 score of 0. 
 
9046. However, its cultivation cycle is very long. Convolutional Neural Networks (CNNs) 
produce acceptable results and require less training time. Khan Hasib and Ahsan Habib [20] 
proposed a new form of deep learning with different emotion classification capabilities. Using 
four-layer DNN and CNN for labeling, the combined accuracy rate is 91%. Zahra Rajabi and 
Ozlem Uzuner [21] study different approaches to sentiment classification in short, informal 
Twitter text. The multi-filter CNN-Bi-LSTM achieves 85.1% accuracy, outperforming existing 
models. In [22], Arnab Roy and Muneendra Ojha compared tweet sentiment classification using 
Google BERT, an attention-based bidirectional LSTM, and a Convolutional Neural Network 
(CNN). Compared with models, machine learning techniques are less efficient and less accurate 
in studying emotions [22].According to [23], the Bi-LSTM-based social media sentiment 
analysis training model outperforms the traditional LSTM model in terms of accuracy and F1 
measure. In [24] LSTM and Bi-LSTM, as they are two central architectures of the recurrent 
neural networks (RNN), were used for evaluating the performance of the predictive models, 
whereby the LSTM achieved an overall accuracy of 90.59%, while the Bi-LSTM achieved an 
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accuracy of 90.83% [24]. The proposed model in [25] uses a Bi-LSTM self-attention-based CNN 
model for classifying user reviews. Based on the experimental results, the model achieved a high 
level of classification accuracy and F1 measure value is achieved. On the other hand, Sharat 
Sachin and Abha Tripathi [26] have implemented baseline models for LSTM, GRU, Bi-LSTM, 
and Bi-GRU on an Amazon review dataset. With an accuracy of 71.19% the bi-GRU model 
outperformed the other model as it scored higher on all performance measures. The work of 
Sakirin Tam[27], which proposed the combination of CNNs and Bi-LSTMs for sentiment 
classification on Twitter, the ConvBiLSTM model with Word2Vec had a 91.13% accuracy rate 
and outperformed the other models . 
 
The reviewed studies indicate that mental illness can now be detected based on a variety of data 
types. There was higher prediction accuracy with DL models compared to traditional ML 
techniques. According to the findings, it is likely that DL models will assist clinicians in the 
diagnosis of mental health conditions in a more accurate and efficient manner. In order for DL 
techniques to become a useful tool for treating mental illnesses, more efforts will have to be made 
to link them with therapeutic treatment [28]. 
 
The work presented in this paper has successfully analyzed the urgent need for methods to help 
detect potential depression at an early stage from textual data [29]. 
 
In a study entitled Early Post Traumatic Stress Disorder Diagnosis after Cesarean Delivery using 
Artificial Neural Networks (ANN), [30]. The derived decision model demonstrates high levels 
of accuracy based on the results. In spite of the fact that there may be only partial information or 
readily available information, this is the case. Early in the process, ANNs have proven to be 
accurate. Among patients diagnosed with PTSD, 94% are symptom-free and 66% are recognized 
to be suffering from the condition. 
 
The development of a neural network model combined with a support vector machine is 
presented in [31]. It is able to accurately predict psychological disorders, including anxiety, 
behavioral problems, depression, and PTSD, in mild traumatic brain injury patients with an 
accuracy of 73% to 95% for each condition, as well as an overall accuracy of 82.35%. 
 
The authors analyzed semi-structured interviews conducted with PTSD sufferers through 
sentiment analysis to elucidate how the disorder affects them. A super learner (SL) combines 
different sentiment analyzers, features to create a model. By using the VADER analyzer 80.4% 
accuracy was achieved. Based on the results of this study, sentiment extraction from natural 
language is sufficient to detect post-traumatic stress disorder (PTSD) [32]. 
 
An accurate prediction of mental health conditions is crucial for effective intervention. This 
study [33] aims to evaluate the performance between Decision Tree and Random Forest, in 
predicting mental health outcomes. The chosen approach involves implementing the Decision 
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Tree algorithm and assessing its precision rate, as a measure of accuracy, in predicting mental 
health conditions. Which yielded an 82% precision rate, highlighting its accuracy  
 
The purpose of this study was to develop models for diagnosing post-traumatic stress  
This study [34] proposes a predictive model that utilizes structured data and unstructured 
narrative notes from Electronic Medical Records to accurately identify patients diagnosed with 
Post-Traumatic Stress Disorder (PTSD) and demonstrates the highest sensitivity (0.77) and F-
measure when both structured and text data are incorporated as input. 
 
The authors of [35] showcase the potential of leveraging psychological and societal factors to 
mitigate the effects of ongoing economic and social crises amid the Ukraine-Russia conflict, 
utilizing a methodology that involves employing two Bidirectional Recurrent Neural Networks 
(Bi-RNN) along with the VADER sentiment analyzer, trained on a substantial dataset comprising 
approximately 11.15 million tweets, with 93% accuracy. Table 1 below summarizes the research 
papers discussed in this section. 

Table 1. Literature Review Summary 

Author Objective Algorithm Results 

[19] 

Benchmark 
comparison, 
hybrid modeling 

CNN, LSTM, RNN 
BERT followed by Bi-
LSTM 0.9046% 

  
Bi-LSTM followed by a 
CNN 0.8944% 

[20] 
Classifying 
emotions 

Four-layer DNN & 
CNN 

91% accuracy 

   

[21] Classifying 
emotions 

Multi-filter CNN-Bi-
LSTM 

85.1% accuracy 

[22] 
Sentiment 
classification 

Google BERT  
 
Attention-based 
Bidirectional LSTM, 
and (CNN) 

BERT 64.1% 
 
BI-ATTENTIVE LSTM 
60.2% 
CNN 59.2% 

[23] 
Sentiment 
analysis 

Deep learning 
LSTM- Bi-LSTM  
 

Bi-LSTM-based training 
model was found to be 
better than the traditional 
LSTM  

[24] 
Sentiment 
analysis 

RNN-based LSTM 
Bi-LSTM 

LSTM 90.59% 
Bi-LSTM 90.83% 

[25] Sentiment Bi-LSTM self-high classification 
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analysis attention-based CNN accuracy and F1 measure 
value  

[26] 
Sentiment 
analysis 

LSTM, GRU, and Bi-
LSTM, and Bi-GRU 

Bi-GRU model 
outperforms with an 
accuracy of 71.19% 

[27] 
Sentiment 
Classification 

Integrating structure 
of CNN and Bi-
LSTM 

91.13% accuracy 

[28] 

Review DL and  
ML techniques 
for mental illness 
detection 

ML 
DL 

Higher prediction 
accuracy with DL models 
compared to traditional 
ML techniques data 

[29] 

Sentiment 
analysis 
Depression 
Detection 

 
Knowledge base 
depressive vocab 
 

Successfully  methods for 
detecting depression early 

[30] 

Sentiment 
classification 
Cesarean PTSD 
in women 
diagnosed early 
 

ANN 
 

Free PTSD 94% 
PTSD 66% 
 

[31] 
Psychological 
condition 
prediction 

Neural network 
+ 
SVM 

Over all 82.35% 
 

[32] 
Sentiment 
analysis 
PTSD Detection 

 
ML 
 

80.4% 
 

[33] 

 
Mental health 
prediction 
 

Decision tree 
algorithm and trained 
a model 
 

82% 
 

[34] 
PTSD prediction 
model 
 

MLNN 
RF 

Provides insight that may 
serve as a potential PTSD 
indicator 
 

[35] 

Sentiment 
analysis 
data 

BI-RNN based 
VADER a pre-
trained sentiment 
analyzer 

BI-RNN 93% 
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3 Methodology and Proposed Model  

In this section, we present a comprehensive description of the approach employed to investigate 
the multi-class classification of individuals' emotions during conflict 

3.1 Data acquisition, cleaning, and preprocessing 

 
In this study, Twitter tweets from the period of the Ukraine-Russia conflict were analyzed, and 
a dataset comprising 200,567 tweets was extracted from Kaggle.com [36]. Subsequently, the 
collected data was subjected to preprocessing in order to prepare it for training and validating 
the developed model. The cleaning process involved several steps to ensure data quality, 
including the identification and removal of duplicates, as well as the elimination of irrelevant 
and null values. Specifically, NAN values were eliminated in accordance with the research goal 
and problem domain. Examples of the resulting clean data are presented in Table 2. 

Table 2. Original vs cleaned Tweets 

Tweet Clean text 

#Odessa #Odesa 
#ðŸ•¯ï  ̧ ðŸ˜¢ðŸ’”ðŸ˜¢ðŸ•¯ï  ̧  May the 
stars carry your sad-ness away. May the 
flowers fill your heart with beauty. May hope 
forever wipe away your tears, and above all , 
may silence make you strong... http 

ii May star carry sadness away May flower 
fill heart beauty May hope forever wipe away 
tears may silence make strong 

With an aching heart I add my voice to that 
of the com-mon people, who implore the end 
of the war. In the name of God, listen to the 
cry of those who suffer, and put an end to the 
bombings and the attacks! 
#LetsPrayTogether #Ukraine #Peace 

With aching heart I add voice common 
people implore end war In name God listen 
cry suffer put end bombing at-tacks 

 
The fundamental component of a sentiment analysis system lies in the NLP (Natural Language 
Processing) phase. Pre-processing plays a crucial role in enhancing the accuracy of the model 
by facilitating NLP and text analysis techniques such as lemmatization and tokenization. 
Moreover, considering the unique characteristics of social media data, additional data 
preprocessing techniques specific to social media data are essential. Figure 1 illustrates the 
steps involved in the subsequent section. 

1.Eliminate emojis, URLs, mentions, Latin characters, hashtags, mentions, digits, and tags. 
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2.NLTK library used to remove stop words, add custom stop words and Lemmatizer (by using 
WordNetLemmatizer.) Keras used for tokenizing words and pad sequences. The tokenization 
method focuses on converting text into tokens until it becomes vectors. This step is essential 
to remove unwanted words, as shown in the next steps. 

 Replace all NaN values to empty strings using replace() method in python 

 Use NLTK library to load stop words for English  

 Remove stop words using the NLTK python library 

 Add a Custom stop words list  

 Python Regex Compile to remove emoji 

 RegEx python Functions using sub-function replace one or many matches with a string 

 Remove (URLs, Latin letters, characters, hashtags, digits, HTML tags, and punctua-tions) 

 Using NLTK library “WordNetLemmatizer” Lemmatizer 

 Keras used for Tokenized words and pad sequences 
 
 
 
 
 
 
 

Fig. 1. Pre-processing pipeline (NLP) 

3.2 Data Visualization Tools 

A comprehensive analysis was conducted to explore the relationships within the data. 
Visualizations were created using various pre-built Python libraries to provide insightful 
representations. Bar graphs, line graphs, and word clouds were employed to visualize and 
interpret the data in a visually informative manner 

3.3 Classification 

In our study, we proposed a streamlined and effective Deep Learning-based classification 
model utilizing a single bidirectional LSTM network for English sentiment analysis. By 
employing a multi-class classification approach to classify people's emotions during the war, 
we found that English sentiment analysis achieved optimal results when utilizing a single 
bidirectional LSTM. The architecture of our proposed model, depicted in Figure 2, consists of 
several key components. 
 
 Firstly, an embedding layer where every index, corresponding to a unique word in the data set, 
is transformed into a real-valued feature vector. The Bi-LSTM layer is capable of reading input 
reviews in both directions, forward and backward Thus, the model could capture more 
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sentiment information. The output of Bi-LSTM can be summarized by concatenating the 
forward and backward states, then performing pooling to reduce the number of parameters and 
computations. Dense Layer will describe how neurons are connected to the next layer of 
neurons. This works for changing the dimension of the output by performing matrix vector 
multiplication. Lastly, the Dropout layer will remove noise from neurons' inputs. This prevents 
overfitting the model. 

 

Fig. 2. The architecture of the proposed Model 

4 Experimental and Evaluation 

This section encompasses several key aspects, including system configuration, data analysis, 
performance metrics, results, and comparative analysis. It provides detailed information on the 
setup and configuration of the system used in the research. Furthermore, it outlines the process 
of analyzing the data. Performance metrics are utilized to evaluate the effectiveness of the 
proposed model. The section also presents the results obtained from the experiments conducted 
and conducts a comparative analysis to assess the performance of different approaches or 
models. 

4.1 Model Configuration  

The training and testing datasets were divided into an 80:20 ratio. During the training phase, 
classification is performed based on the network's performance, and the degree of classification 
error is calculated. This error is then minimized by adjusting the weights or parameters of the 
network. The iterative process continues until the model reaches a state of convergence, where 
further adaptation is no longer necessary. To evaluate the performance of the model, two 
important parameters were chosen: 

 Metric: Accuracy report and confusion matrix were utilized to measure the performance of 
the model in the experiment.  
 

 Loss function: The loss function calculates the loss value, which is subsequently minimized 
by adjusting the weights of the network during the training phase. For the multiclass 
classification models used in this study, the categorical_crossentropy loss function was 
employed. 
 
 

 Optimizer: An optimizer function was employed to update the network weights based on the 
output of the loss function. The Adam optimizer was utilized in our experiments to optimize 
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the performance of the model and enhance convergence during the training process. Tune 
Hyper parameters 

Neural networks possess the ability to capture intricate relationships between inputs and 
outputs. However, it is crucial to address the potential issue of overfitting, where the model 
learns to fit the noise in the data rather than the underlying patterns. Overfitting can result in a 
decrease in the model's classification capacity. To mitigate overfitting, dropout layers were 
employed in our model.In order to optimize the performance of the model and achieve a better 
representation of the problem at hand, it is essential to adapt the hyperparameters to the specific 
characteristics of the dataset. By fine-tuning these hyperparameters, the model can be refined 
to enhance its performance. Table 3 presents the values of the hyperparameters utilized in our 
proposed model. These hyperparameters were carefully selected to ensure optimal performance 
and mitigate the risk of overfitting, allowing the model to effectively capture the underlying 
patterns in the data. 
 

 A network's complexity: is determined by the number of layers it has. A careful consideration 
must be given to this value. An over fit model will be able to learn too much information about 
the training data by using too many layers. If the model has too few layers, under fitting can 
occur. For text classification datasets, we experimented with a single BI-LSTM layer. 
 

 Number of units per layer: is an important consideration in neural network design as it 
impacts the network's ability to perform effective transformations. Each layer should have 
sufficient capacity to capture and process relevant information. In our study, we experimented 
with different numbers of units per layer and found that using 32 / 64 units yielded favorable 
performance outcomes. These unit configurations were identified as effective performers in 
our model, allowing for effective information processing and transformation within each layer. 
 

 Dropout rate: In order to implement regularization techniques, dropout layers were 
incorporated into the model architecture. These layers are designed to mitigate overfitting by 
randomly dropping a fraction of the input units during training. Specifically, a dropout rate of 
0.25 was employed in this study as a precautionary measure against overfitting. 
 

 Embedding dimensions: For the purpose of word embedding, the dimensionality of the 
vector representation plays a crucial role. It determines the number of dimensions that each 
vector possesses. In this study, an embedding dimension of 100 was chosen for the word 
embedding process. 

Table 3. Optimal hyper parameters of the proposed model 

 

Hyper parameters Value  
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Optimizer 
Adam 

Loss function 
categorical_crossentropy 

Batch size 
64 

Epochs 
4 

Dropout rate 
0.25 

Bi-LSTM Nodes 
64 

Max length 
300 

Learning rate 
0.001 

Regularizes 
L2 

4.2 Evaluation 

 A performance metric includes accuracy, precision, recall, and F1-Score. The next subsection 
briefly explains the state of the art evaluation techniques. 

4.3 Accuracy Report 

In order to assess the effectiveness of our model, several performance metrics including 
accuracy, precision, recall, and F1-score were employed. The accuracy report provided an 
evaluation of these metrics. Precision indicates the percentage of correct positive predictions, 
recall represents the proportion of positive cases correctly identified, and the F1-score indicates 
the overall correctness percentage of positive predictions. Additionally, the support value 
represents the frequency of occurrence for each specific class within the dataset. The obtained 
results are presented in Table 4. 
 
To further evaluate the performance of our proposed architecture layers, a comparison was 
made with existing state-of-the-art models in terms of accuracy [38]. 

Table 4. Accuracy report for each class 

Class Precision Recall F1-score Support 
Neutral 0.89 0.90 0.89 14,617 
Positive 0.93 0.86 0.89 6,097 
Negative 0.94 0.94 0.94 19,398 

Table 5. Comparison of the dataset with other approaches 

Method Accuracy 
LSTM+CBA+LA 90.10 % 



Journal of Northeastern University 
Volume 26 Issue 03, 2023 

Copyright © 2023. Journal of Northeastern University. Licensed under the Creative Commons Attribution Non-
commercial No Derivatives (by-nc-nd). Available at https://dbdxxb.cn/ 

200 

                                                                                 

                                                                 
 

CNN+LSTM 88.90% 
WALE+LSTM 89.50% 
FARNN-ATT 89.22% 
Single BI-LSTM 90.585% 
Proposed Model 91.64% 

4.4 Training and validation accuracy 

The number of epochs for training was set to 20 however, to ensure efficient use of time and 
mitigate overfitting, an early stop callback with a patience value of 4 was implemented based 
on validation loss. In the context of training, epochs refer to the iterations of the entire dataset. 
Patience represents the number of consecutive epochs in which no further improvement is 
observed, leading to the termination of the training process. The quality of the model is assessed 
by evaluating the associated errors or losses. For instance, a higher validation loss suggests that 
the trained model may not generalize well to unseen validation data, indicating its inadequacy 
for the testing phase. The outcomes of the training and validation, along with the model loss, 
are depicted in Figure 3 and Figure 4, respectively. 

 

Fig. 3. Training and validation accuracy 

 

Fig. 3 Model Loss 

4.5 Confusion Matrix  

The evaluation of classification accuracy often involves the use of a confusion matrix. In this 
matrix, the predicted labels are represented along the x-axis, while the true labels of the samples 
in the test set are shown along the y-axis. Based on the predictions made on the test set, the 
confusion matrix provides insights into the classification performance. 
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Figure 5 illustrates the confusion matrix, where the true label indicates the actual sentiment of 
the tweets, while the predicted label represents the sentiment predicted by the model. By 
analyzing the confusion matrix, it can be deduced that a total of 36,769 tweets were correctly 
predicted with the same sentiment as their true labels (summing the values in the diagonal 
elements of the matrix: 13,254+5,284+18,231). On the other hand, a total of 3,353 tweets were 
predicted with an incorrect sentiment (summing the values in the off-diagonal elements of the 
matrix: 355+1,018+674+139+1,076+91). 
 
From the perspective of the true labels, it can be concluded that 91.64% of the tweets in the 
dataset were correctly classified with the corresponding sentiment. 

 

Fig. 5. Confusion Matrix 

5 Data Analysis   Results and Analysis   

5.1 Tweets Sentiment Analysis 

Sentiment analysis serves as a valuable tool for researchers to gain insights into the objectives, 
communication content, and effects of social media posts. Through the utilization of word 
clouds, visual representations of sentiment analysis are employed to classify tweets based on 
the presence of negative words and emotions. The objective of this study is to investigate the 
association between the occurrence of negative words and emotions and the presence of 
specific mental disorders. By analyzing the patterns and prevalence of negative sentiments 
expressed in social media content. 

5.2 Sentiment Words according to Polarities 

Figure 6 presents the distribution of tweets based on their sentiment classification, revealing 
the proportions of positive, neutral, and negative sentiments. The findings indicate that 
15.27% of the tweets exhibited positive sentiments, while 36.96% were classified as neutral, 
and a substantial majority of 47.77% displayed negative sentiments. The analysis indicates a 
higher prevalence of negative sentiments compared to neutral and positive sentiments. 
Negative tweets constituted the largest share, suggesting a prevalent expression of negativity 
among individuals. Conversely, positive reactions were relatively less common. The 
predominance of negative sentiments suggests a significant shift in the prevailing sentiment 
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among the population, indicating the seriousness of the situation and the emotional state of 
individuals, as evident from the content of negative tweets. 

Fig. 6. Tweets Sentiment percentage  

5.3 Sentiment Words according to Feelings 

Based on the analysis of emotions expressed in the tweets depicted in Figure 7, it was observed 
that anger emerged as the most prevalent and prominent emotion. Following anger, the 
subsequent emotions in terms of frequency and prominence were optimism, sadness, and 
happiness. 
 

 
Fig. 7. Emotion Analysis of Tweets 

5.4 Word Cloud  

A word cloud is a visual representation that showcases the most commonly used words within 
a dataset. The size of each word in the cloud corresponds to its frequency, with larger fonts 
indicating more frequent usage. By analyzing the word cloud, we can gain insights into people's 
emotions during times of conflict. Figure 8 represents the word cloud for negative sentiment 
words, while Figure 6 illustrates the word cloud for frequently occurring negative emotions. 
 
Upon examining the emotion word cloud in Figure 9, it is apparent that the symptoms 
associated with Post-traumatic stress disorder (PTSD), as outlined in the DSM-IV-TR criteria, 
are prominently mentioned. In the DSM-IV-TR, PTSD is classified into three symptom 
categories, comprising a total of 17 specific symptoms. The diagnosis of PTSD requires 
meeting the criteria for all three categories. For instance, an individual must exhibit at least 
three of the seven symptoms related to persistent avoidance, which can include consciously 
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avoiding thoughts, feelings, or discussions linked to the traumatic event, as well as 
experiencing memory loss. 
 
It is noteworthy that the inclusion of DSM-IV-TR criteria in the word cloud suggests a broad 
association between the expressed emotions and potential indicators of PTSD within the 
analyzed dataset. 
 

Fig. 8 Frequent words visualization for negative words  

 

Fig. 9. Frequent visualization of negative emotions  

5.5 Most Frequently negative emotions words  

Figure 10 presents a visual representation depicting the prevalence of negative emotions that 
occur with the highest frequency. 

 
Fig. 10. Most Frequently Occurring Negative Emotions  
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5.6 Most Frequently occurring Words  

Figure 11 exhibits the top 20 most frequently occurring words within the dataset Which are 
Support,President,Kyiv,today,Putin,dog,invasion,europe,need,us,military,word,putines,stand,
force,thread,minister,urgent,help and like.   
 

 

Fig. 11. Most Frequently Occurring 20 Words - Top  

6 Discussion 

In this research study, a single Bi-LSTM network was developed as an efficient model to 
enhance the identification of word indicators related to Post-traumatic stress disorder (PTSD) 
in individuals who may be at risk of developing the disorder. The analysis conducted revealed 
significant impacts on the lives and mental health of individuals due to the ongoing conflict 
between Ukraine and Russia. The war has had a profound effect on people, but it is noteworthy 
that many individuals are still demonstrating resilience and maintaining a positive outlook 
amidst the adversity. 
 
The identification of individuals expressing negative sentiments through tweets can serve as 
an important marker for vulnerability, and appropriate authorities should be notified to provide 
necessary support. The findings also indicate that emotions expressed in tweets can serve as 
valuable early detection evidence for individuals experiencing PTSD. The proposed approach 
achieved competitive results, particularly in terms of accuracy, outperforming the novel 
methods compared in this study.  
 
The overall accuracy of 91.64% indicates that the sentiment classifier performed well in 
categorizing sentiment polarities. The model exhibited favorable scores in precision, recall, F1-
scores, and the calculation of the confusion matrix. The confusion matrix provided detailed 
insights into the classification performance, particularly regarding positive, negative, and 
neutral classifications. This information supported the percentages of tweets classified as 
positive, negative, and neutral, with 47.77% classified as negative, 36.96% as neutral, and 
15.27% as positive. 
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7 Conclusion 

This paper introduces a single bidirectional LSTM network for the analysis of public emotions 
and opinions during the Russia-Ukraine conflict, with the aim of early detection of Post-
Traumatic Stress Disorder (PTSD) symptoms. Detecting mental health issues at their early 
stages is crucial for providing appropriate interventions to potential sufferers. The study 
conducts a comprehensive analysis of tweet sentiments to identify early signs of PTSD. 
 
Recognizing and understanding emotions is essential for addressing and preventing negative 
emotions, such as anger and sadness. These emotions, when triggered during conflicts, can lead 
to various mental health outcomes, including depression, loneliness, and social anxiety. By 
eliminating negative emotions, these adverse outcomes can be significantly reduced [3]. Hence, 
careful understanding and analysis are required for effective elimination. The results of the 
study confirm that the percentage of negative emotions expressed in tweets related to the 
conflict is 47.77%. 
 
The paper presents an English tweet sentiment analysis model based on deep learning, 
employing multiclass classification to detect PTSD symptoms. Preprocessing steps are applied 
to prepare the collected data for training and validating the developed model. The proposed 
model utilizes Bi-LSTM, which enhances contextual understanding through a two-way 
network, providing better information extraction compared to other approaches. 
 
The analysis reveals that the symptoms of PTSD align well with the criteria defined in the 
DSM-IV-TR. Due to the lack of support for grid automatic search in Keras libraries for LSTM, 
various experiments are conducted to optimize hyper parameters and refine the model. 
 
By employing a single Bi-LSTM memory layer and global Max pooling 1D, an accuracy of 
91.64% is achieved. Compared to previous studies, the proposed framework exhibits improved 
performance in terms of accuracy. 
 
The paper highlights the importance of raising awareness among individuals about their mental 
health during times of war. It suggests the development of technologies, such as online clinics, 
to support people during conflicts when mobility is restricted. Furthermore, understanding the 
impact of emotions on mental health can contribute to early detection of mental illnesses. By 
emphasizing emotions during crises, efforts can be made to promote and maintain mental 
health and well-being. 
 
The presented framework offers a robust explanation and classification approach.  
Among the future prospects of this study, this study will consider a multilingual with more 
languages including the Arabic text in order to evaluate the shifting emotions and feelings of 
individuals over time, and also to ascertain if there are any noticeable changes in their mental 
health over time. 
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